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1 Introduction

When moving up in light intensity, one will be naturally interested in the particular, possibly new effects of that light on matter. The development of high intensity lasers is hence very closely connected to the examination of light-matter interactions and the transfer of the additional energy onto particles. Unfortunately, a typical experimental situation does not expose singular phenomena, but instead offers a blurred overlap of various effects and timescales. By extracting the conditions of energy deposition carefully, high intensity laser physics has revealed both extreme cases of “classical” acceleration mechanisms as well as fundamentally new regimes of particle acceleration, which stimulated the idea of laser-driven particle sources.

In fact, high intensity lasers have ventured widely into the domain of particle physics throughout the last years. Current table-top laser systems readily generate X-rays, relativistic electrons and energetic ion beams by the interaction of ultrastrong, ultrashort light pulses with matter [1–3]. The rapidly evolving popularity of the field has repeatedly provoked speculations about the possible implications and applications of laser particle acceleration. Proposed schemes for the future include very ambitious plans like fast ignition via inertial confinement fusion [4], but also more pragmatic ideas like particle injectors for conventional accelerators [5] or commercial particle sources for medical purposes, e.g. radio-isotope production [6] or medical proton therapy [7, 8].

None of the above examples is more than a promising prospect yet: The proposed confinement fusion requires an intense, quasi-monoenergetic proton beam for the penetration of a pellet target. Also, the use of laser plasma sources as injectors presupposes proton beams with limited bandwidth and emittance in order to match the injected bunch with the subsequent conventional accelerator. And medical proton therapy especially - as one of the most auspicious applications - depends crucially on the availability of mononenergetic spectra with variable peak energy and spread.

The criterion of monochromacy is indeed central for most applications. Hitherto laser-produced ion beams all suffered from a broad, Boltzmann-like energy spectrum. In this thesis, the first production of quasi-monoenergetic protons from laser plasmas is presented. These beams were achieved by the interaction of high intensity laser pulses with thin foil targets using a novel target geometry: structured targets allow to shape the resulting proton spectrum by manipulating the proton source, which proves to be a highly reproducible phenomenon. In experiments carried out at the Jena 15TW Titan:Sapphire laser (JETI), dozens of proton spectra were recorded with peak features around 1.3 MeV and a reduced energy spread of
25 – 50%. The present thesis will give an introduction to this novel acceleration technique, its physical background as well as its possible implications.

Consequently, the thesis claim derives as follows:

**Table-top laser systems can reliably produce quasi-monoenergetic proton beams, which resembles a very principle step towards application. Promising technologies like laser-based proton therapy thus become conceivable on a 10-year timescale.**

The thesis will pursue this claim in three steps:

**Theory:** When a high intensity laser pulse hits a solid target, a hot electron plasma is formed. From this plasma, electrons will be accelerated either directly by the laser field, or indirectly with the help of so-called plasma waves. The expelled electrons induce huge electric fields, in which the target ions can then be accelerated. Thereby, Target Normal Sheath Acceleration (TNSA) has been identified as the central mechanism in charge. Although the sum of processes takes place within a few cubic microns and picoseconds only, it will be necessary to consider an entire chain of events in order to understand laser ion acceleration. With this understanding, an altered TNSA scheme shall finally be presented, which delivers the basis for the generation of monoenergetic proton beams.

**Experiment and Results:** This part will set out from a description of the JETI laser system, which shall be done by simply following the laser light from its origin to the target chamber. A few sections will be spent specifically on various aspects concerning the target, including the process of target fabrication and positioning within the chamber. The work will then turn to the methods of particle detection and also discuss binning and calibration issues. Finally, the first quasi-monoenergetic spectra from laser accelerated protons shall be presented. The spectra will be interpreted and compared to those from conventional targets. A 2D Particle-In-Cell (PIC) simulation supports the presented results.

**Outlook:** The achievements of this work will be extrapolated to the next laser generation, which allows the positioning of the results with respect to future applications. Considerations about the stopping of ions in matter will lead to an estimation about the chances for medical use of laser generated protons.

The importance of monoenergetic proton beams has been recently acknowledged by a publication in *Nature* magazine [9]. In conjunction with the lately reported monoenergetic electrons [10–12] and Carbon ions [13], this shows that laser accelerators are in fact capable of producing high-quality particle beams. The present thesis wants to contribute to such a consolidated understanding of laser plasmas as potent and competitive particle sources.
2 Theory

2.1 Electron acceleration

2.1.1 Plasma formation, Resonance Absorption, classical electron motion & plasma waves

Summary: The rising edge of an intense laser pulse suffices to create a hot electron plasma on the target, with which the main part of the pulse then interacts. The electron density determines the optical properties of the plasma. Under the influence of an external laser field, the electrons oscillate and form plasma waves. The laser can excite the plasma resonantly at the critical electron density.

When atoms are exposed to the focus of an ultraintense laser pulse, they will be immediately subject to ionization. The released electrons will form a hot electron plasma, whereas the term “hot” refers to a temperature that can be assigned to the electron ensemble via

\[ n_{\text{el}} \sim e^{\frac{E_{\text{kin}}}{k_B T}}. \] (2.1)

For relativistic electron ensembles with MeV energy, the temperature \( T \) exceeds 10^{11}K. Since the intensity profile of a real laser pulse is typically a Gaussian, the ionization process happens in different stages [14]. Ionization occurs for intensities greater than 10^{12} W/cm^2; first by multi-photon absorption processes, later directly via field ionization. In the second case, the strong laser field will superpose the trapping coulomb potential of the nuclei and lower it periodically in accordance with the light’s oscillation frequency. If the potential barrier is decreased sufficiently, the electrons can tunnel through the remaining wall with a certain probability (tunnel ionization). For even higher intensities, the laser field will force the potential below the atomic energy levels and thus set free the electrons immediately (over-the-barrier ionization). Once there are free electrons, the ionization process is furthermore supported by collision ionization, that is the inter-electronic transfer of momentum.

The laser intensities applied in this work are of the order of several 10^{19} W/cm^2 and hence the rising edge of the incident pulse will suffice to generate a plasma already. The main, intense part of the pulse will thus interact with a pre-ionized region - the so-called preplasma. Since the light electrons will follow an external electromagnetic field much faster than the inert ions, the obtained plasma can basically be treated as a free electron plasma, which can
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in a first approximation be described by a mixture of two simple models: the Drude model of conductivity and the Lorentz model of the atom.\(^1\)

The Drude model of conductivity treats metals as a cloud of free electrons moving in front of a positively charged, immobile and uniform background of ions [15]. All interactions except for collisions are neglected, which allows for a description of the electron cloud with a kind of kinetic gas theory. If this electron gas is subject to an external electric field \(\overrightarrow{E}\), the resulting current densities can be derived from Ohm’s law:

\[
\overrightarrow{j_{\text{DC}}} = \frac{n_e e^2 \tau}{m_0} \overrightarrow{E} = \sigma_0 \overrightarrow{E} \tag{2.2}
\]

\[
\overrightarrow{j_{\text{AC}}} (\omega) = \frac{\sigma_0}{1 - i \omega \tau} \overrightarrow{E} (\omega) = \sigma(\omega) \overrightarrow{E} (\omega) \tag{2.3}
\]

for the DC and AC case, respectively [15]. Here, \(\sigma_0\) and \(\sigma\) are the DC and AC conductivities, \(n_e\) is the free electron density, \(e\) and \(m_0\) are the electron charge and rest mass and \(\tau\) a phenomenological damping constant, which corresponds to an inverse collision frequency \(\omega_{\text{col}} = 2\pi / \tau\). For an periodic external field - historically an AC-voltage, but in our case a propagating laser field - the free electrons perform collective oscillations in front of the fixed ionic background. With the above \(j_{\text{AC}} (\omega)\), one finds the wave equation for the electron motion from the Maxwell equations in matter

\[
\nabla^2 \overrightarrow{E} - \frac{\varepsilon(\omega)}{c^2} \frac{\partial^2}{\partial t^2} \overrightarrow{E} = 0, \tag{2.4}
\]

c being the speed of light. The dielectric function

\[
\varepsilon(\omega) = 1 + \frac{i \sigma(\omega)}{\varepsilon_0 \omega} \tag{2.5}
\]

covers the full material response and assumes for high frequencies (\(\omega \gg \omega_{\text{col}}\)) the simple form

\[
\varepsilon(\omega) = 1 - \frac{n_e e^2}{\varepsilon_0 m_0 \omega^2} = 1 - \frac{\omega_p^2}{\omega^2}, \tag{2.6}
\]

where the convenient plasma frequency was is introduced as

\[
\omega_p^2 = \frac{n_e e^2}{\varepsilon_0 m_0}. \tag{2.7}
\]

The plasma frequency is an eigen-frequency of the electron motion and depends on the electron density only. In principle, any displacement of plasma electrons by the laser field corresponds to the stimulation of a plasma oscillation according to the electron density at this point.

\(^1\)Plasmas are usually treated either as a particle ensemble or a continuous fluid, each of which bears advantages and disadvantages. For the current purpose the treatment as a free electron cloud with homogeneous background is sufficient.
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However, the energy transfer will work best when $\omega_p = \omega_{\text{laser}}$, where the process is then called \textit{Resonance Absorption} [16].

The collective displacement of the electrons from the ions creates periodic regions of charge accumulation and deprivation. This charge density modulation follows the propagation of the pulse front with a phase velocity close to the speed of light and leaves behind a \textit{plasma wave} [16-18]. With the Drude model, one has thus obtained a picture of the collective kinematic behaviour of free electrons under the impact of an external field.

The theory of the Lorentz, on the contrary, describes the motion of a single trapped electron in the harmonic potential of a atomic nucleus [19]. Again under the influence of an external periodic field, one obtains the equation of motion

$$\vec{r}' + 2\beta \vec{r}' + \omega_0^2 \vec{r} = \frac{e}{m_0} \vec{E}_0 e^{-i\omega t}$$

with the solution

$$\vec{r}'(\omega, t) = \frac{e}{m_0} \vec{E}_0 \frac{e^{-i\omega t}}{\omega^2 - \omega_0^2 + 2i\beta \omega}.$$  \hspace{1cm} (2.8)

Here, $\beta$ and $\omega_0$ are the damping and the restoring constants of the oscillating system. From the integration over all dipole moments $\vec{p}(\omega, t) = e \vec{r}'(\omega, t)$, one obtains the complex dielectric function $\varepsilon(\omega)$, which covers the complete material response. The real and the imaginary part of the dielectric function render two different interaction regimes between the light field and the electrons, namely dispersion and absorption, which is articulated by the two (classical) quantities of the refractive index $n_r(\omega)$ and the absorption coefficient $\alpha(\omega)$ [20],

$$n_r(\omega) \approx \sqrt{\text{Re}\{\varepsilon(\omega)\}},$$

$$\alpha(\omega) \approx \frac{\omega}{c} \frac{\text{Im}\{\varepsilon(\omega)\}}{\sqrt{\text{Re}\{\varepsilon(\omega)\}}}.$$  \hspace{1cm} (2.9)

For a single bound electron oscillating in the electric field, one finds the explicit expression for the refractive index

$$n_r(\omega) = \sqrt{1 - \frac{n_e e^2}{\varepsilon_0 m} \cdot \frac{\omega^2 - \omega_0^2}{(\omega^2 - \omega_0^2)^2 + \beta^2 \omega^2}}.$$  \hspace{1cm} (2.10)

Now, if one wants to apply the Lorentz model to the free electron case, one can simply set the restoring constant $\omega_0$ zero (i.e. the electrons are not bound to any nucleus), which was originally done for the description of the optical properties of metals [20]. The damping constant $\beta$, which can again be understood as a inverse collision frequency between the free electrons, is much smaller than the light oscillation frequency and can hence be neglected. Merging now the Lorentz with the Drude model from above, one can assign the plasma frequency to the
refractive index and obtains the simple relation

\[ n_t(\omega) = \sqrt{1 - \frac{\omega_p^2}{\omega^2}}. \]  

(2.13)

The plasma frequency hence marks a delineation between a real and an imaginary refractive index, that is a transparent and a non-transparent regime for wave propagation in a plasma. The optical properties of a free electron plasma are thus determined by a sole parameter, the plasma frequency, which in turn is an expression for the electron density. Recollecting the connection between the refractive index and the dielectric function (eq. 2.10), one can employ the wave equation (2.4) in order to obtain a dispersion relation for the plasma:

\[ \omega^2 = \omega_p^2 + k^2 c^2. \]  

(2.14)

For the concrete scenario of a laser pulse hitting a solid target, the dependency of the wave propagation on the electron density can be put in a slightly different way: The thermal expansion of the plasma from the irradiated surface results in a certain (exponential) electron density profile. As the pulse penetrates the plasma, it will eventually encounter an electron density where \( \omega = \omega_p \). At this density, the pulse will be reflected (eq. 2.13). In other words, for each frequency \( \omega \) one can define a critical electron density \( n_c(\omega) = \omega^2 \varepsilon_0 m_0 / e^2 \), which distinguishes between transparent and non-transparent plasma regions for the respective laser frequency. These regions are commonly referred to as the underdense vs. the overdense plasma regime. The refractive index then becomes

\[ n_t(\omega) = \sqrt{1 - \frac{n_e}{n_c}}. \]  

(2.15)

For a laser wavelength of about 800 nm, the critical density amounts to \( n_c = 1.75 \times 10^{21} \text{ cm}^{-3} \).

It shall be noted that if the incidence direction deviates from the density gradient direction, the maximum penetration depth is reduced to an electron density characterized by the refractive index \( n_{\text{refl}} \), where the pulse turns smoothly (Fig. 2.1) [14, 21]. However this implies that, if the laser pulse does not pass (or even reach) the critical density at all, no resonant excitation of the plasma will occur (\( \omega \neq \omega_p \)). But the phenomenon can be saved: for non-normal pulse incidence, the electric field will reach into the “forbidden” area evanescently.\(^2\) According to the distance between \( n_{\text{refl}} \) and \( n_c \), a fraction of the laser light will tunnel through the remaining gap and still excite the plasma wave resonantly.\(^2\) The counteracting aims of keeping the tunnelling distance sufficiently small on the one hand, and enforcing a longitudinal field component on the other hand, determine the applied angle of incidence, which proves to

\(^2\)This argumentation holds true for a p-polarized pulse; for s-polarization, no longitudinal field component will appear anyway.
attain its optimum at about $45^\circ$.\textsuperscript{3}

2.1.2 "Direct" acceleration mechanisms: relativistic $\vec{v} \times \vec{B}$-heating, ponderomotive force & Brunel absorption

Summary: The magnetic part of the Lorentz force allows a relativistic electron to gain momentum in forward direction. For the intensity profile of a real laser pulse, the ponderomotive force accelerates the electrons along the E-field gradient. The JETI pulses create a ponderomotive potential of $\Phi_{\text{pond}} = 1.7 \text{ MeV}$ for $a_0 = 4.3$. Electrons accelerated into the target are screened off from the laser field immediately and retain momentum.

In the previous section, the motion of electrons under the impact of an external electromagnetic wave has been discussed. Thereby, it has been neglected that - besides the electric field - such a wave also possesses a magnetic field. This approximation is valid for low electron velocities only. The motion of a free charged particle within an electromagnetic field is generally given by the Lorentz force

$$\vec{F}_L = m_0 \vec{\mathbf{\dot{r}}} = q \left( \vec{E} + \vec{v} \times \vec{B} \right).$$

Since the magnitudes of the electric and the magnetic field are related as $|\vec{B}| = \frac{1}{c} |\vec{E}|$, their relative contributions amount to

$$\vec{\mathbf{\dot{r}}} = \frac{q}{m_0} E \left( \vec{e}_x + \frac{v}{c} \left( \vec{e}_y \times \vec{e}_x \right) \right).$$

Here, $z$ is the propagation axis of the linearly polarized laser wave, whereas $x$ and $y$ denote

\textsuperscript{3}Strictly speaking, the increase of the focal size due to oblique incidence to has to be considered here, too.
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the $E$- and $B$-field direction, respectively. Equation (2.17) shows that for an electron initially at rest ($v_0 = 0$), the motion will at the beginning determined by the $E$-field. As the electron gains momentum in $x$-direction, the $B$-field will in addition accelerate the electron in $z$-direction because of $(\vec{v}_x \times \vec{v}_y) = \vec{v}_z$. This $B$-field contribution is, however, only significant for $v \approx c$ - that is, if the $E$-field suffices to induce a relativistic electron quiver motion in the first place.

For the considered experiments, this is indeed the case. The applied intensities of several $10^{19}$W/cm$^2$ correspond to periodic fields of the order of $E = 10^{13}$V/m, which leads to electron velocities close to the speed of light and demands a strictly relativistic treatment. The magnetic part must thus not be neglected! In a fully relativistic treatment, the equations of motion

$$\vec{F}_L = \frac{d}{dt} \left( \gamma m_0 \frac{\dot{r}}{r} \right) = q \left( \vec{E} + \vec{v} \times \vec{B} \right),$$  \hspace{1cm} (2.18)

become coupled and can be solved with [22]

$$x = a_0 \frac{c}{\omega} (\cos \phi - 1) \sim a_0$$ \hspace{1cm} (2.19)$$

$$z = \frac{1}{4} a_0^2 \frac{c}{\omega} \left( \phi - \frac{1}{2} \sin 2\phi \right) \sim a_0^2,$$ \hspace{1cm} (2.20)

where $\phi = (\omega t - kz)$. The factor $a_0$ is called the relativistic parameter and given by [23]

$$a_0 = \frac{E_c}{\omega m_0 c} \approx \sqrt{\frac{I \lambda^2}{1.4 \times 10^{18} \frac{\text{W}}{\text{cm}^2} \cdot \mu \text{m}^2}}.$$ \hspace{1cm} (2.21)

The experimental conditions of this thesis, $I = 4 \times 10^{19}$W/cm$^2$ and $\lambda = 800$nm, are hence described by $a_0 = 4.3^4$.

The $z$-term of the electron motion shows two distinct contributions: the first one gives a net drift in laser direction; the second one describes an oscillation with twice the laser frequency, $\omega_z = 2\omega$. That is, during a full $E$-field oscillation ($x$-direction), the electron simultaneously performs two oscillations along the laser axis ($z$-direction), which is basically due to the alternating constellation of the $\vec{E}$-, $\vec{v}$- and $\vec{B}$-vector triplet. The overlapping oscillations constitute a so-called figure-8 motion. Because of the net drift in $z$-direction, however, this figure-8 motion is only observable in a frame co-moving with the average electron velocity.

The drift term in the $z$-motion represents a first possibility for the electron to gain net momentum in forward direction - a first "real" acceleration mechanism. The oscillations alone would leave the electron at its very initial position after a full cycle. The forward push becomes

\footnote{Acknowledging that $\frac{E_c}{\omega m_0} = \frac{v_{\text{class}}}{c}$, the classical oscillation velocity in the $E$-field, one can equally write $a_0 = \frac{v_{\text{class}}}{c}$. The relativistic parameter gives a measure for the "relativisticness" of the situation, where the threshold for relativistic interaction is commonly defined as $a_0 = 1$, i.e. when the classical oscillation velocity approaches the speed of light.}
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dominant for high velocities, which can be seen from a calculation of the ultra-relativistic limit [22], where \(v_\infty(a_0 \to \infty) = 0\) and \(v_\infty(a_0 \to \infty) = c\).

The relativistic impact of the magnetic field is commonly named \((\text{relativistic}) \vec{v} \times \vec{B}\)-heating [16] and shows that for high intensities the electron behaviour is completely different from the classical case. When now considering the shape of a real laser pulse, the analysis becomes somewhat more complicated. Since the electromagnetic wave can no longer be assumed infinite, the electron will come to rest at the end of the pulse again. That is, although the electron shows a net forward displacement, it does not gain any net energy from the z-drift [24]. Moreover, when recalling the transverse Gaussian profile of the pulse, any displacement of the electron along the \(E\)-field axis equals a displacement into a region of lower intensity. There, it will experience a reduced restoring force, which prevents it from returning to the laser axis. The electron will thus receive a net transverse momentum.

This effect has been named \(\text{ponderomotive scattering}\) [24, 25]. In many cases, the electron will indeed leave the scope of the laser pulse before its end or even within the first cycle, whereupon it remains with a fraction of the hitherto obtained forward momentum. A single relativistic electron initially at rest can at most gain the kinetic energy

\[
E_{\text{kin}}^{\max} = \frac{1}{2} m_0 c^2 a_0^2,
\]

directly from the laser field [23, 26], which follows from \(E_{\text{kin}} = (\gamma - 1)m_0c^2\) and the relation between energy and momentum, \(E^2 = (\gamma m_0c^2)^2 = E_0^2 + p^2c^2\), where \(p\) can be taken to be \(p_z (p_z \gg p_x \text{ for } a_0 \gg 1)\) and attains \(p \approx p_z = -\frac{1}{2} a_0^2 \sin^2 \Phi\) [22]. For \(a_0 = 4.3\), the maximum kinetic energy is hence limited to 4.7 MeV. In a later section, however, the reader will encounter acceleration mechanisms that exceed the direct laser acceleration by far.

The employment of the relativistic equations of motion is a rather laborious undertaking and can be handled satisfactory by computer simulations only. If one is, however, not interested in the specific trajectories of the electrons but in their maximum energy gain only, one can choose a more macroscopic formalism. The equations of motion 2.18 can be solved by first order perturbation theory, that is, by expanding the laser field into a static term plus a linear term, \(E(\vec{r}) \approx E(\vec{r}_0) + \nabla E(\vec{r}_0) \cdot (\vec{r} - \vec{r}_0)\). After averaging over the fast oscillations, one then obtains the so-called \(\text{ponderomotive force}\) [16, 27]

\[
F_{\text{pond}} = -\frac{e^2}{4 \langle \gamma \rangle^{\gamma} m_0 \omega^2 \nabla E^2}
\]

as the driving force for a single electron, where \(\langle \gamma \rangle^{\gamma}\) is the cycle-averaged relativistic correction. In a first approximation, the impact of the laser pulse on an electron can hence be described by the gradient of the electric field squared. The resulting “pushing-away” of the electrons at the steep pulse front has occasionally evoked the picture of a snow plough and is comparable to a radiation pressure. In correspondence to the ponderomotive force, a \(\text{ponderomotive potential}\)
can be derived [16, 24, 28],

$$\Phi_{\text{pond}} = \frac{e^2}{4 \langle \gamma \rangle} m_0 \omega^2 E^2$$  \hspace{1cm} (2.24)

$$\approx m_0 c^2 (\gamma - 1) = m_0 c^2 \left( \sqrt{1 + a_0^2} - 1 \right)$$  \hspace{1cm} (2.25)

which amounts to $\Phi_{\text{pond}} = 1.7 \text{ MeV}$ for a $a_0$ of 4.3 as given above.

Another direct acceleration effect shall be described briefly. The Branel absorption, or “not-so-resonant absorption” [29], becomes significant for very short pulses, that is, a very steep intensity gradient. In such a case, almost no plasma will have formed until the arrival of the pulse maximum and the interaction takes place very close to the solid target surface. If a p-polarized laser pulse hits a target under an angle $< 90^\circ$, the electric field has component in target-normal direction. Assuming that the electrons are accelerated from the target into the vacuum by the first quarter cycle of this normal field, they will be re-accelerated in target direction by the second quarter cycle and pass their original position with $v_{\text{norm}} \approx v_{\text{osc}} = \frac{E_0}{\omega m_0}$. Once they entered the solid target, the accompanying electric field will be screened off evanescently - the laser can not enter the overdense region (Fig. 2.1). The inert electrons will then spread their kinetic energy in the target via collisions or leave the target on the back side.

In the following, the attention will be shifted to another type of acceleration mechanisms, which is based on collective excitations of the plasma. It will turn out that these mechanisms are even more powerful than the single-electron phenomena discussed in this section.

2.1.3 "Indirect" acceleration mechanisms: plasma waves & wake field

Summary: The collective oscillations at the plasma frequency constitute a spatial plasma wave. Electrons can co-propagate with this wave and gain energy by "surfing down" the charge density gradients.

In section 2.1.1 it has been described how the displacement of the electrons due to the pulse front creates periodic charge density modulations, which can be understood as a spatial plasma wave. An electron entering the domain of the wave will be accelerated along the charge density gradient, that is along the slope between the maximum and the minimum of the plasma wave. However, such an electron has to be injected into the wave with sufficient speed already in order to gain energy from it - electrons at rest will be simply passed due to the high phase velocity of the plasma wave [? ].

In fact, a large number of very fast electrons is available, accelerated by the mechanisms presented in the previous sections. Once injected, they can remain on the leading edge of the first wave cycle, the laser wake, and co-propagate with the wave front for a certain time. In analogy to a surfer on an ocean wave, the electrons are thereby continuously accelerated
Figure 2.2: Wake field acceleration. The pulse front initiates a plasma wave due to charge oscillations. The plasma wave propagates with a phase velocity close to the speed of light. Electrons trapped in this wave are continuously accelerated along the charge density gradient and gain enormous amounts of energy.

“down the plasma wave” and can thus gain enormous amounts of energy, until the trapped electrons destabilize the wave and it breaks [?]. For a solid target - in contrast to underdense gaseous targets - the region of plasma wave formation must be assumed very confined. Due to the steep density gradient, the wave will thereby decrease in wavelength rapidly.

The process described here is known as laser wake-field acceleration. It occurs in different versions and proves to be a highly efficient target-normal acceleration scheme [30?, 31]. One can estimate the field strength along the wave slope by assuming all electrons displaced by half the plasma wavelength. The resulting field calculates as \( E \approx \frac{n_0 e \delta}{m_0 c^2} \) [14] and yields the huge value of \( E \approx 3 \text{GV/cm} \) for a typical electron density of \( n_e = 10^{19} \text{cm}^{-3} \), which exceeds conventional accelerators by a factor of \( 10^3 \). Current research efforts are trying to extend the this co-propagation length of wave and electrons with the help of relativistic channels. At the JETI, distances up to 300 \( \mu \text{m} \) have been observed [32, 33]. Considering an acceleration with 3 GV/cm over this very distance, one finds a maximum energy of 90 MeV, which corresponds to the detected values. Wake field acceleration can thus exceed the direct laser acceleration (eq. 2.22) by more than one order of magnitude.

Up to this point, all presented acceleration mechanisms referred to electrons only. They have been classified as direct or indirect with respect to their either laser driven or laser (plasma) induced origin. When now aiming at ion acceleration, the situation is completely different.\(^5\) Ions possess a much bigger rest mass \( m_i \approx A \cdot 1836 m_e \), \( A \) being the atomic mass

\(^5\)It would be rather curious if this were not the case, since we derived some of the electron motions by
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number, which raises the threshold for relativistic interactions accordingly. Presently available laser intensities do not pass this threshold as can be seen by calculating $a_0$ (eq. 2.21) for the ion rest mass, which rules out direct acceleration for MeV-proton production [24]. It was argued that in order to be injectable into a wake-field, particles have to possess a relativistic velocity already and hence plasma wave acceleration can be discarded for ions, too. All of this hints, that processes suitable for the creation of high energy proton beams will have to work on a much slower timescale. Possible acceleration schemes will be discussed in the following sections.

2.2 Ion acceleration

2.2.1 Front side acceleration

Summary: Different possible origins have been proposed for laser produced ions beams. Acceleration from the target front side does not explain the properties of the observed beams sufficiently.

When a high intensity laser pulse ($I > 10^{18}$ W/cm$^2$) is focused on a thin metal foil (1–20 µm), highly charged ion beams ($10^{-10}$ C) of considerable energy (1 – 50 MeV) are observed. The ion beams consist predominantly of protons, the origin of which has been widely discussed in the literature. Although all authors in principle agree on that the protons stem from contamination layers on the target surfaces, the opinions differ about the question, whether the source layer of the observed protons is located on the front [5, 34, 35] or on the back surface [36–39]. Consequently, the controversy has also been expanded onto the origin of heavy ions [40, 41].

In the opinion of the author, the argument is decided at least for the laser intensities of the present experiments. The experiments of this thesis rest fully upon rear side acceleration, that is the TNSA principle (cf. below), and all results verify its existence without doubt. However it has been pointed out by d’Humieres et al. [42], that especially for higher laser intensities the two sources in question will produce protons of the same order of energy and thus overlap in their effective domains. Thus, a brief description of the front side mechanisms shall be given first.

Different schemes have been proposed for a acceleration from the target front. A popular one was introduced by Clark et al. [43] and Krushelnik et al. [5], which explains the observed collimation of the proton beam in forward direction with ultrastrong magnetic fields appearing in the target due to the electron current. Protons from the rear side, they argue further, would require inconceivably large magnetic fields for the same collimation. The detected protons are thus being carried along with the electron current, resulting in energies 18 MeV for the Vulcan Petawatt laser.

assuming the ions as fixed.
A second scheme explains the proton energy by the electric field arising from the ponderomotively pushed electrons [35]. The electrons are expelled until the restoring coulomb force balances the ponderomotive force. Under this assumption \((\Phi_{\text{coul}} = \Phi_{\text{pond}})\), Kahuza [24] finds an expression for the maximum energy gain from the front
\[
E_p^{\text{front}} = 1.25 k_B T, \tag{2.26}
\]
in agreement with Sentoku et al. [35], which yields for \(k_B T \approx \Phi_{\text{pond}}\) and \(a_0 = 4.3\) maximum proton energies of \(E_{\text{cutoff}} = 2.2\) MeV. This agrees with typical observed values. Since the laser pulse has a three-dimensional profile and the electrons are scattered in all gradient directions, this front side approach could also explain the weaker proton beams in backward direction, which were observed in various experiments also at the JETI. However, one can pose the question why the most intense proton beams are then observed in target normal direction and not in straight-through, i.e. laser direction, as the theory of the ponderomotive force would suggest. Moreover, the lifetime for such ponderomotively induced fields remains a mere guess and the backscattered protons might thus be explained better by the delayed Coulomb explosion of the ions left-behind in the plasma region.

In a third scheme, the ponderomotively induced electric field is assumed to accelerate the whole positive front surface forward, which was named “hole-boring” [44-46]. This deformation launches an ion wave into the target, which can accelerate further ions on its way via collisionless shocks [47, 48].

In conclusion, the presented front side mechanisms certainly do play a role for laser plasma acceleration, and in practice their effects can hardly be disentangled from the rear side ones. However, strong evidence from both theoretical and experimental work indicates that rear side acceleration dominates the situation in most cases, in particularly for the ultrashort pulse regime of high repetition rate table-top lasers. In the following, a detailed description these back side events will be given.

2.2.2 Rear side acceleration: Target Normal Sheath Acceleration & Debye Sheath

Summary: The expelled electrons at the back side are trapped in the Coulomb potential of the ionized target and form a quasi-electrostatic sheath for about the laser pulse duration. The resulting electric field is of the order of \(MV/\mu m\) and acts in target-normal direction. Protons abundant on the back surface are accelerated in this field.

The rear side acceleration can be explained very graphically: As the strongly forward-accelerated electrons (cf. sections 2.1.2 & 2.1.3) penetrate the foil, they will ionize further atoms on their way and, when emitted at the back side into the vacuum, leave behind a strongly ionized target. Consequently, an electric field will form between the negative electron bunch and the
Figure 2.3: Target Normal Sheath Acceleration (TNSA). Fast electrons from the laser plasma penetrate a thin solid target and are emitted at the back side. A strong quasi-static electric field builds up between the electron bunch and the ionized target, which acts normally to the metallic surface. Subsequently, protons abundant on the surface in the form of contamination layers will be accelerated along field gradient the in a well-defined way.

positively charged target, which suffices to literally tear out protons from the back surface. The resulting field has a significantly longer lifetime than those responsible for the electron acceleration [37] and can therefore - from an electron perspective - be considered quasi-static.

This explanation for the observed proton beams was presented first in 2000 by Hatchett et al. [37] and given the name Target Normal Sheath Acceleration (TNSA) [38] in agreement with the original use [49]. From the integration of the Maxwell equations

\[
\int dA \left( \nabla \times \vec{E} \right) = \oint ds \, \vec{E} \tag{2.27}
\]

it follows that \( \vec{E} \) acts indeed normally to the surface (Fig. 2.3), where \( \vec{t} \) is the tangential unit vector parallel to the target surface and \( l \) an infinitesimal path element. The protons will thus be accelerated perpendicularly to the target into the back side hemisphere until they compensate the electron charge.

Similar to the conditions for the plasma waves, a restoring Coulomb force will counteract the charge separation. Therefore, only the fastest electrons will escape the target vicinity,
2.2. ION ACCELERATION

 shielded from the ion attraction by their slower successors, whereas the main part of the hot electron population will be trapped in the Coulomb potential and constitute an exponential sheath behind the target according to the Boltzmann distribution [37]

\[ n_e(r) = n_e(0) \cdot \exp \left\{ -\frac{e \Phi_{\text{ion}}(r)}{k_B T} \right\}. \]  

(2.28)

Here, \( \Phi_{\text{ion}} \) is the Coulomb potential of the ionized target that counterbalances the recession of the electrons, and \( T \) is again the hot electron temperature. This sheath will be retained as long as the laser pulse drives hot electrons through the target, that is, for about the laser pulse duration \( \tau_{\text{pulse}} = 80 \text{ fs} \). The reaction time of the electrons is characterized by the plasma period \( \tau_p = 2\pi/\omega_p \approx 3 \times 10^{-15} \text{ s} \) and hence shorter than \( \tau_{\text{pulse}} \), which justifies the assumption that such a sheath will form quickly and set the conditions for the slower proton acceleration.

The extent of the sheath corresponds to scale length of a screened Coulomb potential in a free electron plasma, the Debye length

\[ l_D = \left( \frac{\varepsilon_0 k_B T}{e^2 n_e} \right)^{\frac{1}{2}} \]  

(2.29)

\[ = 0.24 \mu\text{m} \times \sqrt{\frac{k_B T/\text{MeV}}{n_e/10^{21} \text{ cm}^{-3}}}, \]  

(2.30)

which has coined the term Debye Sheath for the quasi-static part of the TNSA field (Fig. 2.4). Assuming that the electron density directly behind the target resembles the plasma conditions from the front \( n_e \approx n_e = 1.75 \times 10^{21} \text{ cm}^{-3} \), and assuming furthermore the electron energy \( k_B T \) to be roughly 3 MeV [50], one obtains a Debye length of \( l_D = 0.31 \mu\text{m} \).\(^6\)

The electric field at the surface can be estimated by assuming that the whole charge contained in the Debye sheath, \( Q = \int d^3 r \rho(\overrightarrow{r}) \), is located on a capacitor surface at \( z = l_D \). For an exponential density profile

\[ n_e(\overrightarrow{r}) \equiv n_e(z) = n_e(0) \exp \left\{ -\frac{z}{l_D} \right\}. \]  

(2.31)

the total charge amounts to

\[ Q = -e \int d^3 r n_e(z) = -e n_e(0) A_{\text{em}} l_D \]

where \( n_e \) has been assumed constant in radial direction over the electron emission cross section

---

\(^6\) Hatchett et al. assume an electron density of \( n_e \sim 10^{19} \text{ cm}^{-3} \) behind the target and conclude a Debye length of 2.4 \( \mu\text{m} \) for a 1 MeV electron population [37]. This assumption is reasonable for the 1 kJ & > 0.5 ps pulses they use, but not applicable to the ultrashort pulse regime of our experiments.
A_{em}. For the homogeneous field of a capacitor, one obtains
\begin{equation}
\left| \vec{E}_{TNSA} \right| = \frac{|Q|}{\varepsilon_0 A_{em}} = \frac{1}{\varepsilon_0} e n_e(0) l_D = \frac{\sqrt{k_B T n_e(0)}}{\varepsilon_0}.
\end{equation}

For the above values of \( n_e = 1.75 \times 10^{21} \text{ cm}^{-3} \) and \( k_B T = 3 \text{ MeV} \), this corresponds to a field strength of \( 10^{13} \text{ V/m} \) (10 Megawatts per microns!), which exceeds the field strength in conventional accelerators by a factor of \( 10^5 \).

The resulting field lies well above the threshold for the field ionization of Hydrogen (\( E_{ion}^{\text{H}} \approx 3 \times 10^{10} \text{ V/m} \)), which explains why protons are so readily accelerated from the Hydrogen rich contamination layer (cf. section 2.2.3) on the target back side. The conversion efficiency from laser energy into proton energy can reach \( 10 - 12\% [51, 52] \), but does typically not exceed \( 2\% [4, 53] \).
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The maximum energy of a proton obtained from the TNSA field is given by

\[ E_{\text{cutoff}} \approx eE_{\text{TNSA}} l_D \]  \hspace{1cm} (2.34)

and yields 3.1 MeV for the above values, which agrees well with the observed proton spectra (cf. section 3.3.1).

The time that a proton needs to travel the Debye length is given by

\[ t = \sqrt{\frac{2 l_D m_p}{eE}}. \]  \hspace{1cm} (2.35)

which amounts to 30 fs for the above values. Since the quasi-static field exists at least for the duration of the laser pulse, the top layer protons will indeed acquire this maximum kinetic energy. The accelerated proton front will start to deplete the electric field. However, since the energy deposited in the electron ensemble is much larger than the one transferred to the proton ensemble\(^{7}\), the depletion should be negligible. The acceleration of deeper sited protons can thus be assumed limited rather by screening effects.

The rear side acceleration of protons with the the help of fast plasma electrons proves to be a very reliable mechanism. Experimental evidence for TNSA was reported by many groups [8, 36–39, 54–56] and confirmed in numerous simulations [42, 51, 57–59]. In the following, a number of beam properties shall be derived from the physically telling picture of TNSA.

2.2.3 Features of Target Normal Sheath Acceleration

*Summary:* Laser accelerated proton outmatch conventional accelerators in terms of emittance and pulse duration. The protons stem from contamination layers on the surface, which can be reduced (ablation) or enhanced (double layer targets). The source size of the protons comprises several 10 µm and the emission happens within energy cones. For optimum yield, different target and laser properties have to be considered, like target material & thickness or prepulse duration. In the present case, the prepulse contrast is better than 10\(^{-9}\).

Transverse \& longitudinal emittance; symmetry \& inhomogeneity of the field

In the previous section it was shown that electric field acts normally to the target surface, which agrees with collimated forward-acceleration of the protons observed in all experiments. A related property known from particle physics is the transverse emittance \( \varepsilon_{\text{trans}} = \frac{1}{\pi} \int n_p(x, p_x) dx \frac{1}{p_x} dp_x \) \[60\] as measure for the laminarity of the beam, where \( x \) and \( \frac{1}{p_x} dp_x \) are the transverse position and divergence, respectively, and \( n_p \) is the proton density distribution.\(^8\)

\(^7\)The conversion efficiency from laser energy into hot electrons typically exceeds 10%. In comparison to the conversion efficiency for protons, this means that only about 10 – 20% of the electronic energy is deprived by the protons.

\(^8\)In the most simple case, the transverse emittance equals the product of spot size and beam divergence.
For laser plasma accelerators, values of $\varepsilon_{\text{trans}}^{\text{las}} < 0.004 \text{mm mrad}$ are attained [60], which outmatches conventional accelerators by a factor of $10^3$ (e.g. $\varepsilon_{\text{trans}}^{\text{conv}} \approx 3.5 \text{ mm mrad}$ for the CERN SPS). The excellent beam quality can be ascribed to a very small source size (cf. below) with the protons initially at rest and is supported by the quasi-neutrality of the beam $^9$.

The remaining transverse momentum can be explained by the coulomb repulsion among the particles at an early stage of propagation [60, 61]. Since slow protons take longer until they arrive at the detection plane, they have more time for transverse propagation and hence display a larger opening angle. This leads to a proton emission within energy cones - the fastest protons show the smallest divergence and vice versa (Fig. 2.5)[60, 62].

The emission within symmetrical cones indicates that the accelerating field possesses a bell-shaped radial symmetry. This agrees with earlier reasoning about the longitudinal electron acceleration processes and the symmetry between incident and reflected laser pulse (cf. section 2.1.2 & 2.1.3). The transversal inhomogeneity of the accelerating field explains, together with screening effects for the deeper-sited protons, the exponential energy distribution of the observed proton spectra: protons located at the boundary of the field or behind faster protons will gain less energy until the field is depleted. Thus, the resulting spectrum has a strong correlation to the initial position of the protons on the target, which will be important when talking about the generation of monoenergetic protons.

Since the TNSA field persists for the pulse duration only, the proton beam is pulsed as $^9$The accelerated proton bunch is accompanied by a number of co-moving, “colder” hot eletrons, which compensate the proton charge.
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well. This property is covered by the longitudinal emittance, \( \varepsilon_{\text{long}} = \Delta r_{\text{envelope}} \cdot \Delta E_{\text{kin}} \), which as the product of initial pulse duration and energy spread gives a measure for the "bunching" of the proton ensemble. Once again, the results achieved for laser plasma accelerators (\( \varepsilon_{\text{long}}^{\text{las}} \approx 10^{-4} \text{eV s} \)) exceed the values of conventional accelerators by orders of magnitude (\( \varepsilon_{\text{long}}^{\text{conv}} \approx 0.5 \text{eV s} \) for CERN SPS) [60]. Nonetheless, since the ensemble contains a whole spectrum of different energies, the the proton pulse will broaden during the propagation despite the excellent initial confinement.

**Proton source size & contamination layer**

As mentioned above, the excellent transverse emittance hints a small source size. One can investigate the region of proton emission on the target with the help of mesh magnification experiments. The values given in the literature range from 30 \( \mu \text{m} \) [60] to 250 \( \mu \text{m} \) [63, 64] for the source diameter, which furthermore varies with the observed kinetic energy. For fast protons (\( E_{\text{kin}} > 0.8 \text{MeV} \)), the source size was determined to be \(< 80 \mu \text{m} \) [64]. This means that the extent of the accelerating field on the surface exceeds the size of the laser focal spot by far - an important feature for the production of monoenergetic proton beams discussed below.

From the expansion of the beam, Borghesi et al. [55] deduced that the protons can equally be ascribed to a much smaller, virtual source (\(< 10 \mu \text{m} \)) located several hundred microns in front of the target (Fig. 2.5), which explains the small emittance.

The TNSA mechanism rests upon the fact that protons are located on the back surface of the target. These protons stem from the adsorption of water and oil vapours abundant in the evacuated chamber, which form a thin contamination layer on all solid components. For a 15 \( \mu \text{m} \) thick gold foil in a vacuum of \( 2.6 \times 10^{-5} \text{mbar} \), the contamination layer was determined to be 12 \( \AA \) thick (i.e. a quasi-monolayer) and consist of 27\% gold, 60.5\% Hydrocarbons and 12.2\% water vapour [39]. This amounts to a layer density of \( 5.94 \frac{\text{g}}{\text{cm}^2} \) and a particle density for Hydrogen of \( 2.24 \times 10^{23} \frac{1}{\text{cm}^3} \) [39]. For a source size of \( V_{\text{source}} = \pi(50\mu\text{m})^2 \cdot 12\AA = 9.4\mu\text{m}^3 \), a total of \( 2 \times 10^{12} \) protons will be available for acceleration.

**Manipulation of the proton source**

For experimental purposes it is desirable not only to know about the source, but to acquire control over the source parameters. With this respect, two scenarios are conceivable: first, one could try to enlarge the layer and thus increase the number of available protons; secondly, one could reduce the layer (or get rid of it altogether) and examine the consequences. Both variants have been investigated thoroughly.

The reduction of the proton layer was first carried out as a proof of TNSA. Manipulations of the layer on the target rear side showed an immediate impact on the proton yield, which delivered a strong argument against the front side theory. A disposal of the contamination mono-layers can be achieved with various methods, including resistive heating [54, 65, 66], ion sputtering [39, 65] and laser ablation (Fig. 2.6) [9, 62, 65, 67]. All of these manipulations can reduce the beam intensity to almost zero. As the proton yield decreases, a simultaneous
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Figure 2.6: Reduction of contamination layer via laser ablation. The suppression of the protons allows to accelerate heavy ions, which were screened before from the field.

increase in heavy ion yield is detected. This experimental observation is plausible since the light protons are accelerated by the field more rapidly than the heavier ions and thus screen them from the field. If the protons are suppressed, most of the field energy will be deposited onto the ion species with the next lower \( q/m \) ratio, probably Carbon with a high degree of ionization. If all contaminants are ablated completely, one can also observe the acceleration of heavy ions originating from the target material itself (e.g. Titanium or Gold) [54, 65, 66].

On the contrary, one can try to install an additional, Hydrogen rich layer on the back surface and thus enforce the proton acceleration [51, 65, 68]. With this \textit{double layer targets}, an increase in proton flux of a factor of 80 was reported in [56].\textsuperscript{10} Double layer targets ideally consist of a high-Z "carrier foil", which provides a sufficient number of electrons, and a thinner low-Z "source foil", that can be attached to the former in a controlled manner (Fig. 2.7). The proposed \textit{high-Z / low-Z ratio} ensures a good contrast for the acceleration of the light ions against the heavy ion background. Because of their large reservoir of Hydrocarbons, organic materials like polymers represent a good choice for the source layer (c.f. section 3.1.3).

\textbf{Target conditions}

The proton yield crucially depends on the selected target material. In principle, a high-Z material can provide more electrons for the sheath acceleration. However, at the same time such a high-Z material will slow down the fast electrons more strongly on their way through the target due to the higher cross section for coulomb interaction. These counteracting tendencies result in the existence of an \textit{optimum target thickness} for every material [28, 42, 62, 68, 69]. When exceeding this thickness, the electron current will be transmitted less efficiently; for a

\textsuperscript{10}This large factor could, however, not be verified for our experimental conditions (c.f. section 3.3.1 and [62]).
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Figure 2.7: Double layer target. The attachment of an additional Hydrogen-rich layer on the back surface of the foil target increases the proton yield.

thinner target, the expanding preplasma can already destroy the structural integrity of the foil before the arrival of the main pulse. For double layer targets, one must determine the optimum combination of two different layer thicknesses and materials. It will turn out that the quality of the monoenergetic proton beams as discussed below in fact strongly depends on the thickness of the proton rich layer.

ASE & prepulse dependence

In section 2.1.1 it has been argued that the target is sensitive to intensities well below the peak intensity already. For high intensity lasers, two characteristic "signals" are known to precede the main pulse, which have to be considered when trying to establish TNSA: the prepulse and the Amplified Spontaneous Emission (ASE). The prepulse consists of light from the previous roundtrip cycle in the regenerative amplifier, which was ejected due to the limited bandwidth of the pockels cell and ran through the subsequent amplification steps. ASE (which is sometimes also referred to as prepulse) is the amplified noise due to spontaneous emission, which leads to a rising pedestal from the time when the pockels cell "opens" until the arrival of the main pulse front. Both effects are able to provoke a plasma on the target already and thus alter the conditions for electron and proton acceleration substantially. A strong prepulse can even destroy the target. Studies about the ASE influence on proton acceleration yielded that for every target thickness there is an optimum ASE duration and intensity[28, 69].

In the presented experiments, the ASE length could be varied from $0.3 - 3$ ns with the help of an additional, fast-switching pockels cell. The pockels cell also suppressed the prepulse completely. With these additional measures, a contrast of the laser system of $I_{ASE}/I_{main} < 10^{-9}$ was achieved [70].
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**Figure 2.8**: Confined acceleration within the homogeneous central field region. The extended electron bunch acts like a capacitor on the positively charged target. If screening mechanisms are small, protons located close to the symmetry axis will be accelerated monoenergetically.

**2.2.4 Monoenergetic proton beams from a spatially confined source**

*Summary:* The spectrum of the accelerated protons has a strong correlation to the initial proton distribution on the target. The accelerating TNSA field features a homogeneous central field region. Thus, if the proton source is confined to this homogeneous region and sufficiently thin, the protons will be detached as a whole and accelerated in a monoenergetic manner.

In the precedent sections, all the components necessary for the pursuit of monoenergetic proton production have been introduced and shall now be assembled. Since the electrons stem from an extended target region (≈ $A_{loc}$), the expelled electron bunch will appear to a single proton located on the surface as a macroscopical charge distribution. From this macroscopical extent and the radial symmetry of the beam it can be deduced that the resulting field will have a homogeneous region close to the symmetry axis, somewhat comparable to a capacitor.

Now consider a scenario where all available protons are localized in this central region: If there is no proton to be accelerated from outside the homogeneous field, all protons will experience the same accelerating potential. If furthermore the proton layer is sufficiently thin, screening effects are negligible; the proton bunch will be detached as a whole and accelerated in a monoenergetic manner. Hence, the proton beam will not broaden temporally during the course of propagation, either. One has therewith found a method to create *monoenergetic proton beams by confining the proton source* to the region of the homogeneous electric field.
Figure 2.9: Simulation of the homogeneously accelerated proton bunch as presented in ref. [58]. The two pictures show simulation boxes at different stages of temporal evolution (t given in laser cycles $2\pi/\omega$). The electron distribution is given as a “green gas”. One can clearly see the detached proton bunch (blue) departing from the heavy ion background (red). The axis distances are given in laser wavelengths $\lambda$.

The discussed scheme for the production of monoenergetic protons rests upon the strong dependency of the energy spectrum on the spatial distribution of the protons on the surface (cf. section 2.2.3). It is clear that a suitable proton source cannot be provided by the widespread contamination. Therefore, Bulanov, Esirkepov et al. [51, 58] proposed the use of a micro-structured double layer target. The selective positioning of the protons on the surface allows to exploit the favoured parts of the field. In the following, the derivation of this spatial dependency as given by Bulanov and Esirkepov et al. [51, 58] shall be recapitulated.

For a particle ensemble - in this case the proton bunch - the number of particles per unit of phase space volume, $dn$, is given by the distribution function $f(\tilde{x}(t), \tilde{v}(t), t)$ of the ensemble:

$$dn = f \, d\tilde{x} \, d\tilde{v}. \quad (2.36)$$

The distribution function must obey the Boltzmann equation $\frac{df}{dt} = \left( \frac{\partial f}{\partial t} \right)_{\text{source}}$, which here assumes the form

$$\frac{\partial}{\partial t} f + \tilde{v} \frac{\partial}{\partial \tilde{x}} f + \frac{e}{m_p} E_0(\tilde{x}) \frac{\partial}{\partial \tilde{v}} f = 0. \quad (2.37)$$

The equation features two continuity terms (first two terms) plus an external field term (last term). The source term has been set zero, which corresponds to a neglect of collisions among the protons and is supported by the excellent transverse emittance (cf. section 2.2.3). Both $\tilde{x}$ and $\tilde{v}$ are here generalized Langrangian coordinates. Equation (2.37) can be solved with an initial distribution function $f_0(\tilde{x}_0, \tilde{v}_0) = f(\tilde{x}(0), \tilde{v}(0), 0)$, which attains

$$f_0(\tilde{x}_0, \tilde{v}_0) = n_0(\tilde{x}_0) \delta(\tilde{v}_0), \quad (2.38)$$
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The original proton distribution and all particle are at rest before the acceleration, fixed by the Dirac delta function. If one now wants to derive the energy spectrum, the particle density can be rewritten as

\[ dn (\vec{x}, \vec{v}) = f d\vec{x} d\vec{v} = f \dot{v} dt d\vec{v} = f \frac{1}{m_p} \dot{p} d\vec{v} dt = f \frac{1}{m_p} dE dt, \]  

(2.39)

which yields the number of particles per energy interval, i.e. the spectrum, by integrating over time:

\[ N(E) dE = \int dt f \frac{1}{m_p} dE \]

\[ = \frac{1}{m_p} \int dt n_0(\vec{x}_0) \delta(\vec{v}_0) dE \]

\[ = \frac{1}{m_p} \left| \frac{dt}{d\vec{v}} \right| \delta(\vec{v}_0) n_0(\vec{x}_0) dE \]  

(2.40)

In the last step, the delta function has been eliminated by transcribing the time integration into a velocity integration using the Jacobian \( \left| \frac{dt}{d\vec{v}} \right| \delta(\vec{v}_0) \). If one finally applies the identity

\[ \left| \frac{d\vec{v}}{dt} \right| = \frac{1}{m_p} \left| \frac{d\vec{p}}{dt} \right| \equiv \frac{1}{m_p} \left| \vec{F} \right| = \frac{1}{m_p} \left| \frac{d\Phi}{d\vec{x}} \right|, \]

(2.41)

\( \Phi \) being the potential of the field and hence equal the proton energy \( E \), one obtains the relation:

\[ N(E) dE = \frac{n_0(\vec{x}_0)}{dE/d\vec{x}_0} dE. \]  

(2.42)

Equation (2.42) is a general expression for the dependency of the spectrum on the initial spatial particle distribution \( n_0(\vec{x}_0) \) and not bound to any approximation about the configuration of the field yet. The term \( \left| \frac{dE}{d\vec{x}_0} \right| \) can be understood as a deposition of field energy onto a certain coordinate at \( t = 0 \). If \( \vec{x}_0 \) is occupied by a proton, which is determined by \( n_0(\vec{x}_0) \), then \( \left| \frac{dE}{d\vec{x}_0} \right| \) represents the accelerating potential at the the initial proton position.

Now transfer the results to the the physical situation: The field acts only in target-normal direction (z-direction) and is constant within the central region \( A_{\text{hom}} \). Assuming that the layer thickness \( \Delta z \) is constant, the Jacobian reduces to \( \frac{dE}{d\vec{x}_0} \) and equation 2.42 becomes

\[ N(E) dE \approx A_{\text{hom}} n_0 \left[ \Theta(0) - \Theta(\Delta z) \right] dz. \]  

(2.43)

Leaving aside screening effects, the width of the energy spectrum \( dE \) becomes hence directly
Figure 2.10: Expected spectrum for the confined acceleration from a dot. The homogeneously accelerated protons yield a monoenergetic peak. Heavier ions from the target material or abundant in the dot will be accelerated much slower and form an exponential background due to screening and the transversely inhomogeneous field.

proportional to the layer thickness. Here, \( n_0 \) is the constant layer density and the \( \Theta \)-function delimits the layer extent. This is follows exactly the intuitive behaviour predicted at the beginning of the section: By confining the proton source to the central region of the field and also in thickness, one has found a method for the production of monoenergetic proton beams.

Now, what kind of field configuration can be chosen for the description of the electron ensemble in front of the target? Bulanov, Esirkepov et al. identify the field of the ionized target with the one of a charged oblate ellipsoid of revolution, with the protons located on the surface \([51, 58]\). This appears somewhat curious since the real target is plain. However for a flat ellipsoid, the approximation is good; for the most part the field vectors will point in \( z \)-direction and the oblique contributions are "in agreement" with the divergent electron beam. The major semi-axis of the ellipsoid corresponds to \( R_{\text{foc}} \), the minor one is given the name \( l_{\text{min}} \).\(^{11}\) The solution of this problem can be found in \([71]\)

\[
E_z = \frac{2}{3} E_0 R_{\text{foc}}^2 \frac{1}{R_{\xi}} \frac{\partial \xi}{\partial z} \quad (2.44)
\]

\[
E_\rho = \frac{2}{3} E_0 R_{\text{foc}}^2 \frac{1}{R_{\xi}} \frac{\partial \xi}{\partial \rho} \quad (2.45)
\]

with the abbreviations

\[
\rho = \sqrt{x^2 + y^2} \quad (2.46)
\]

\[
\xi = \frac{1}{4} \left[ \sqrt{\left( \rho - \sqrt{R_{\text{foc}}^2 - l_{\text{min}}^2} \right)^2 + z^2} + \sqrt{\left( \rho + \sqrt{R_{\text{foc}}^2 - l_{\text{min}}^2} \right)^2 + z^2} \right] - R_{\text{foc}}^2 \quad (2.47)
\]

\[
R_{\xi} = (\xi + R_{\text{foc}}^2) \left( \xi + l_{\text{min}}^2 \right)^{1/2}. \quad (2.48)
\]

\(^{11}\)In the limit \( l_{\text{min}} \rightarrow 0 \), one would arrive at a charged disk.
2.2. ION ACCELERATION

$E_0$ determines the magnitude of the field and requires further specification. Close to the axis, the field points in target normal direction only and the radial component $E_\rho$ vanishes. For $\rho \approx 0$, the target-normal component $E_z$ yields [31]

$$E_z \approx \frac{2}{3} E_0 R_{\text{loc}}^2 \cdot \frac{1}{R_{\text{loc}}^2 - l_{\text{min}}^2 + z^2}. \quad (2.49)$$

Close to the surface ($z \approx l_{\text{min}}$), the axis-near field therefore proves to be locally uniform:

$$E_{z_{\text{hom}}} \approx \frac{2}{3} E_0. \quad (2.50)$$

The magnitude of the field can be derived from the charge density $\rho_{\text{el}}$ of the ionized target:

$$\nabla E_0^i = \rho_{\text{el}} = \frac{1}{\varepsilon_0} e n_i Z_i. \quad (2.51)$$

Here, $n_i$ is the atomic density and $Z_i$ the average degree of ionization. One obtains the field strength by integration of both sides

$$\int d^3r \nabla E_0^i = \oint dA \cdot E_0^i$$

$$= \pi R_{\text{loc}}^2 E_0$$

$$= \int d^3r \frac{1}{\varepsilon_0} e n_i Z_i$$

$$= \pi R_{\text{loc}}^2 d_{\text{target}} \frac{1}{\varepsilon_0} e n_i Z_i$$

$$\Rightarrow E_0 = \frac{1}{\varepsilon_0} e n_i Z_i d_{\text{target}}, \quad (2.52)$$

where the assumption was made that the ionized region is a cylinder with the focal spot as base area and a height given by the target thickness $d_{\text{target}}$. Returning now to the target-normal field (eq. 2.50), one finally obtains for the homogeneous region:

$$E_{z_{\text{hom}}} \approx \frac{2}{3} \frac{e n_i Z_i}{\varepsilon_0} d_{\text{target}}. \quad (2.53)$$

The accelerating field depends primarily on the amount of expelled charge, which is covered by the phenomenological quantities $Z_i$ and $d_{\text{target}}$, that is the average ionization and the thickness of the target. One can derive an actual value for the field (which was, however, not done by Bulanov et al.) by noting that $e n_i Z_i d_{\text{target}} \cdot \pi R_{\text{loc}}^2$ equals the total charge $Q$ of the target, so that equation (2.53) can be written as

$$E_{z_{\text{hom}}} \approx \frac{2Q}{3 \varepsilon_0 \pi R_{\text{loc}}^2}. \quad (2.54)$$

31
Recalling that the proton source size (i.e. the region of emission $A_{em}$) was demanded to be about the focal spot size, equation (2.54) agrees with the earlier approximation about the TNSA field (eq. 2.32) except for a factor of $2/3$, which suggests that the homogeneous part of the field covers about this fraction of the total field.

In conclusion, a concept was presented that proves the feasibility of TNSA for the production of monoenergetic proton beams from laser plasmas. This concept makes use of the homogeneous character of the field close to the $z$-axis and imposes two requirements on the target: first, the proton source has to be confined to the central region of the accelerating field; secondly, the applied layer has to be sufficiently thin in order to prevent screening. In the following sections, the reader will be presented the experimental realization of these requirements.
3 Experiment

3.1 Setup

3.1.1 Laser

Summary: The JETI is a femtosecond Ti:Sa laser system with three amplification stages operating at 10 Hz. The system delivers 0.8 J within 80 fs and 70 mm beam diameter, which was focussed to an intensity of $I = 4 \times 10^{19} \text{W/cm}^2$ on target.

The Jena laser system JETI (Fig. 3.1) is based on a Titanium:Sapphire (Ti:Sa) Oscillator, which delivers 10 nJ - pulses of $\tau = 45$ fs duration at a rate of 80 MHz. The ultrashort pulses are generated via Kerr-lens mode locking and have a spectral width of $\Delta \lambda \sim 16 \text{nm}$ around a central emission wavelength of $\lambda_L = 795 \text{nm}$. The oscillator is pumped by a diode pumped cw-Neodym:YVO$_4$ laser. Since it is not possible to amplify each of the 80 million pulses per second to the desired intensities, a pulse picker consisting of a fast pockels cell and a subsequent polarizing beam splitter is used to reduce the repetition rate to 10 Hz.

The intensity $I$ of a laser pulse is given by the pulse energy $E$ per beam cross section $A$ and pulse duration $\tau$,

$$I = \frac{E}{A \tau}.$$  (3.1)

For the JETI, the final pulse energy is achieved by a chain of three amplification stages, a regenerative amplifier and two Ti:Sa multipass schemes, all of which are pumped by SHG Nd:YAG lasers. The smallest value for $A$ is in principle determined by the laser wavelength and the aperture of the focal elements, but in practice by the quality of the final parabolic mirror and its adjustment ($A_{\text{real}} = 5 \mu\text{m}^2$). The pulse duration is given by the initial oscillator conditions and not reduced afterwards.

The key technique for amplification in high intensity laser systems is chirping [72]. In Chirped Pulse Amplification (CPA), a dispersion is imposed on the spectrally broad laser pulses with the help of either gratings or prisms. The temporally stretched pulse (here $\tau_{\text{stretch}} = 150 \text{ps} \sim 3 \cdot 10^3 \tau$) can then be amplified without causing damage on the optical components. After the pulse has acquired its final energy, the dispersion is compensated by a compressor. In addition, telescope optics are inserted between all amplification stages in order to not damage the compressor grating.

The first, regenerative amplifier is a resonator that can be gated for injection and ejection mode by a Pockels cell and a polarizing beam splitter. During the round trips, the pulses
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Figure 3.1: The Jena 15 TW Ti:Sa Laser System (JETI) with 10 Hz repetition rate.
are successively amplified to a saturation value of about 2.5 mJ. The regenerative amplifier is followed by a second pockels cell with short gating times, which is used for the suppression of the prepulse and ASE \cite{70} (cf. section 2.2.3).

The next amplification stage is given by a 4-pass “butterfly”, which raises the pulse energy to about 240 mJ.\footnote{The prepulse shaping unit displayed in Fig. 3.1 is inactive for the current experiment.} In order to suppress the diffraction collected up to this point, the light is focussed through a spatial mode filter (pinhole). The pulse then reaches the third amplification stage, a 2-pass butterfly, where it acquires its final energy of about 1.3 J.

After the light has passed the next component, the compressor, its intensity will suffice to ionize air. Therefore, all remaining components are kept under vacuum. With a beam diameter of 7 cm, the beam enters the compressor and retrieves nearly its initial length, that is \( \tau = 80 \text{ fs} \). The transmission efficiency of the compressor is limited to 60%. The final laser pulse is characterized with several diagnostic tools: a third order auto-correlator for the determination of the pulse length, a prepulse analyzer and a pulse front tilt measurement. A detailed description is given in refs. \cite{50, 70}.

After this characterization, the pulse enters the target chamber, where it is focussed onto the target by a gold coated, off-axis parabola with 12 cm focal length. The parabola can be adjusted roughly with the focus of a Helium Neon (HeNe) laser, which is aligned collinearly to the Ti:Sa beam. The fine adjustment is achieved with a microscope objective that images the weakened Ti:Sa focus onto a CCD camera. According to the observed abberation, the parabola’s tilt is then corrected in horizontal and vertical direction. The \emph{CCD observation of the focus} also serves for the determination of the focal spot size \( A \), which typically reaches values as low as 5 \( \mu \text{m}^2 \). A full description of the algorithm is presented in ref. \cite{50}.

If one now wants to determine the final laser intensity on target, further deductions have to be considered: First, the target is (contrary to the microscope objective) irradiated under 45°, which gives an additional factor of \( 1/\sqrt{2} \). Secondly, the detected focus area considers only the FWHM intensity and the ratio between these intensities yields a factor of 0.33. Thirdly, the parabola is shielded from ablation with a Debris filter, which further reduces the intensity to about 90%. Together with these three additional losses, the initially stated \( E = 0.8 \text{ J}, \tau = 80 \text{ fs} \) and \( A = 5 \mu \text{m}^2 \) amount to a final maximum intensity on target of \( I = (4.1 \pm 0.3) \times 10^{19} \text{ W/cm}^2 \). After this detailed description of the components, the laser system shall henceforth be treated as a unit, that is, simply as a source of strong laser pulses.

\subsection{Target chamber}

\emph{Summary: The target is located at the center of a round steel chamber. The chamber is kept under a vacuum of 10^{-5} \text{ mbar}.}

The target chamber is the nexus between laser and particle physics and thus the heart of the setup. It is made of stainless steel and has a round shape with a diameter of 50 cm. It possess
Figure 3.2: Target and detection chamber from above. The yellow line represents the proton beam propagation, the red lines show the optical paths of two alignment HeNe lasers and the green line marks the Nd:YAG incidence from the dot observation (cf. below). Chamber components and ports: a) target, b) \(xyz\)-translation and -rotation stages, c) microscope objective for focus observation, d) LED, e) off-axis parabola, f) variable lead apertures, g) Thomson parabola, h) CR39 mount, 1) connection tube between target and detection chamber, 2) dot observation (cf. section 3.1.6), 3) beamline, 4) front side detection chamber (inactive), 5) focus observation, 6) turbomolecular pump and power supply, 7) MCP observation.
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several ports, which are located around the whole circumference in intervals of 22.5° mostly (Fig. 3.2). The laser system is connected to the target chamber with an evacuated beamline, whereas the target chamber can be detached from the beamline with a mechanical shutter so that a partial airing becomes possible. For that reason, the chamber is also pumped by a separate set of vacuum pumps, which generate a pre-vacuum of $10^{-2}$ mbar (rotary vane pump) and a final vacuum of $10^{-5}$ mbar (turbomolecular pump). A second, smaller chamber hosting the beam imaging system is attached to target chamber at a sideport and shall be described in a later section.

The chamber is interspersed with the beam paths of several alignment HeNe-lasers (red lines in Fig. 3.2). A ring of LED’s sufficiently resistant to vacuum serves as chamber illumination. Furthermore, the target chamber hosts the off-axis gold parabola already mentioned in the previous section. In the centre of the chamber, the target frame is mounted on three translation stages and a rotation stage, which enables an accurate 3d-positioning of the target within the laser focus (cf. section 3.1.4). The translation axes shall henceforth be defined as follows: The target plane represents the $xy$-plane, where $x$ designates the horizontal and $y$ the vertical direction. The $z$-axis is (different from the theory chapter) given by the target-normal direction. In the following section, the targets applied for the generation of monoenergetic protons shall now be characterized.

3.1.3 Production of microstructured targets

Summary: Microstructured double layer targets were fabricated with the help of spin coating and laser ablation. The targets consist of a 5 µm Titanium foil carrying polymer dots of $20 \times 20 \times 0.5 \mu m^3$ dimension with 50 µm separation. The separation between consecutive laser shots is about 1 mm.

As demonstrated in section 2.2.4, the generation of monoenergetic protons strongly depends on the confinement of the proton source to a region of about the laser focal size. The targets for the experiments under discussion were manufactured in two steps. First, a commercial thin metal foil (Goodfellow) was coated with a polymer layer (Polymethyl methacrylate, short “PMMA”) via spin coating. This is the conventional procedure for the production of double layer targets at the JETI group. Organic materials like polymers contain large amounts of Hydrogen and therefore represent an appropriate proton source. For spin coating, the target is rotated so fast that a well-defined drop of PMMA will spread evenly from the centre due to the centripetal force. The process was carried out by the lithography group of the Institute of Applied Physics, Jena.

In the second step of the fabrication procedure, the actual dots are being “carved out” from the even PMMA surface. This microstructuring was done via laser ablation at the high intensity kHz-laser system of the Institute of Optics and Quantum Electronics, Jena.
Figure 3.3: a) Microstructured thin foil target in Aluminium frame. The even surface shows a squared microstructured area and several holes from laser exposure. The frame is designed such that stretching, coating, structuring and experimental implementation of the target can be done without re-opening it again. The bottom pictures show magnifications of the microstructured area with 200x (b) and 500x (c) magnification. The polymer layer shows a red glance resulting from the Rhodamine component added to the solution (cf. section 3.1.4).

and represented a major engineering challenge.\textsuperscript{2} From the variety of available targets, the structuring of 5 \( \mu \text{m} \) Titanium foil coated with 0.5 \( \mu \text{m} \) of PMMA yielded the best results (Fig. 3.3).

In this first experimental campaign, a dot size of \( 20 \times 20 \mu \text{m}^2 \) was achieved (Fig. 3.4), which is larger than the demanded focal spot size (\( \sim 5 \mu \text{m}^2 \)). However, it has been discussed in section 2.2.3 that the region of proton emission is typically as large as 80 \( \mu \text{m} \) in diameter and one can therefore justifiably expect the dots to experience an almost homogeneous field. The separation between two dots is 50 \( \mu \text{m} \). The fabrication process is currently being improved and will provide smaller dots for future experiments (cf. Fig. 5.1).

As can be seen from Fig. (3.4), the resulting holes in the target foils are much bigger than the microstructure, which can be ascribed to thermal effects. The holes typically attain

\textsuperscript{2}For such thin targets, a most careful ablation is required; otherwise, the target will suffer from heat deposition and obtain unacceptable deformations or even damage.
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Figure 3.4: Microstructured target surface. A 5 $\mu$m Titanium foil carries polymer dots of 0.5 $\mu$m thickness, 20 $\times$ 20 $\mu$m$^2$ extent and 50 $\mu$m separation. The pictures show the foil after laser irradiation under 100x (a) and 500x (b) magnification. Although the laser focus is comparable to the dot size, much bigger holes are created due to thermal interaction. The displayed hole attains a diameter of about 640 $\mu$m. The surrounding dots remain unaffected.

0.3 – 0.8 mm in diameter. With distance of 1 mm between consecutive laser shots, a target with roughly 15 cm$^2$ will thus provide space for more than 1000 shots.

3.1.4 Alignment of the target

Summary: The target can be placed exactly in focus by observing the accompanying bremsstrahlung dose. The Ti:Sa focus position is projected on the target back side with an overlapped Nd:YAG laser. The polymer dots contain a dye component (Rhodamine 6G) and can by positioned in the Nd:YAG focus by observing their fluorescence emission.

z-positioning

For laser-matter experiments at ultrahigh intensities it is crucial to determine the focus position very accurately.$^3$ A first crude positioning of the target within the focus can be achieved by minimizing the visible beamline HeNe focus with the help of a camera. The beamline HeNe has been co-aligned with Ti:Sa path utilizing several far-field monitors. For a fine adjustment one has to employ the Ti:Sa laser itself, which can be done with the following procedure: When moving the target in z-direction through the focus, a corresponding peak-shaped dose behaviour is observable (Fig. 3.5). This peak can be explained by the higher number of elec-

$^3$“Accurately” means here within the Rayleigh length of 24 $\mu$m.
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![Graph showing the correlation between z-position, laser intensity, and radioactive dose]

Figure 3.5: Correlation between the z-position of the target, the laser intensity and the detected radioactive dose. The amount of bremsstrahlung created by hot electrons in the target chamber drops significantly outside the Rayleigh length (≈ 24 µm).

...trons created at the focus intensity, which results in an increased production of bremsstrahlung in the vicinity. Thus, a dose meter facing the target rear side from outside the chamber can serve as a measure for the target’s z-position.

This peak behaviour is reproduced consistently, and hence the centre of the peak is defined as \( z = 0 \) (focus position). All experimental results support this convention. The plateau in the middle of the curve (Fig. 3.5) is due to saturation effects of the integrating dose meter.

**Fluorescence observation and alignment of the dots**

The success of the experiment strongly depends on the exact positioning of the dot exactly *opposite the laser focus*. In practice, this means to correlate something located on the front side of the target, i.e. the Ti:Sa focus, with something only visible from the back side, i.e. the dots. For this problem, the following solution has been developed: First, a tiny hole (≈ 50 µm) is created in the target with a single weakened Ti:Sa shot (\( I_{\text{weak}} \approx 0.1 I_{\text{max}} \)). The generated hole can be assumed to be centred around the Ti:Sa focus. A fixed camera observation setup located outside the chamber serves as a reference coordinate system and the focus position can hence be simply marked on the monitor. Now, if the dots were visible with the camera only, they could have been simply brought into this marked position on the screen.

However, even a strong illumination proves unsatisfactory for a clear distinction of the dots from their vicinity (Fig. 3.9). Therefore, a second laser beam has been focussed onto the target exactly opposite to the Ti:Sa incidence, that is from the “straight-through” direction (Fig. 3.6). The foci of the two lasers are brought in *spatial coincidence* by adjusting the second...
laser through the little hole in the target exactly at its focal waist. With such an alignment, one has established a pointer that serves as reference for the Ti:Sa focus position on the back side.

Consequently, the dots need to be brought into the centre of the alignment laser focus. For this purpose, a few drops of the fluorescence dye Rhodamine 6G were added to the liquid polymer solution. The alignment laser, a weakened SHG Nd:YAG emitting at 532 nm, excites fluorescence transitions in the dye, which in turn emits at around $\approx 600 \text{ nm}$ (Fig. 3.7 & 3.8). The Nd:YAG was focussed to about $\approx 100 \mu\text{m}$ in diameter. With this size, the dots can be clearly observed moving in and out of the focal spot when translating the target in $x$- or $y$-direction (Fig. 3.9). A exact positioning of the dots can thus be achieved easily.

This method covers the trickiest part of the experiment and shall therefore emphasized in its importance. With the little detour of applying of an additional reference laser that connects the microstructured target back side to incidence of the main pulse on the front side and simultaneously serves as a fluorescence light source, one has established a convenient and reliable method for a precise dot alignment.

The fluorescence illumination and observation were carried with one chamber port only.
Figure 3.7: a) Principle of the fluorescence observation of the polymer dots. A proton rich dot of the dimension $20 \times 20 \times 0.5 \mu m^3$ is interspersed with Rhodamine 6G. When illuminated with the green light of a frequency doubled YAG (332 nm), the dye starts to emit fluorescence light around 600 nm and the dot can be observed with CCD detection setup. b) Scheme of the dot observation setup. The microstructured target is illuminated and observed with the same optical path. A microscope objective images the fluorescent dots onto a CCD chip with a magnification of about 33x.

Figure 3.8: Picture of the setup from Fig. (3.7b), view from the left. The green laser beam can be observed leaving the SURELITE case (right bottom), passing the 1:1 telescope, the beamsplitter and the periscope (center) and finally entering the chamber through a lead wall (left top). Behind the beamsplitter, the microscope objective and the CCD camera are visible.
Figure 3.9: Screenshot series of several consecutive dots moving through the YAG focus. The target is being translated in y-direction. The fluorescing dots can be clearly observed moving in and out the illuminated region. A grid has been inserted in subfigure #5 according to the extent and separation of the dots: one can guess the existence of the pattern from the alternating texture brightness.
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(Fig. 3.7 b). This principle is known from the field of fluorescence microscopy and micro-
medical laser tools (i.e. laser scissors and tweezers), where the same optical path is used
for target observation, fluorescence excitation and emission within the target, as well as the
implementation of the medically invasive laser beam(s). Such multiple schemes can be realized
with the help of polarizing or frequency selective beamsplitter optics.

On its way, the laser light passes a 1:1 telescope that allows the focusing of the YAG on the
target: if the focal overlap of the two lenses is slightly deadjusted, the beam will continue to
propagate with a slight con- or divergence, which will shift any subsequent focus on the optical
path accordingly. This is especially important when trying to fit the YAG focus through the
Ti:Sa-generated hole. The corresponding xy-steering on the target plane can be done with
any mirror on the way.

The main collimation is done with a combination of two lenses, a concave one \( f = -75 \text{ mm} \)
behind the telescope and a large convex one \( f = 300 \text{ mm} \) directly in front of the sideport
before entering the vacuum. The lenses are placed at a distance of about \( 85 \text{ cm} \) from each other.
The second lens determines the numerical aperture of the whole setup, which is important
when considering the inverse path for dot observation.

When arriving at the target, the pulse has been attenuated to about 0.36% of its original
intensity by a beamsplitter \( T = 0.04, T \) being the transmission), a density filter \( T = 0.1 \)
and additional losses from mirrors and reflections \( T \approx 0.9 \). This attenuation is necessary
in order to avoid damage on the target. From the NdYAG specifications \( E_{\text{pulse}} \approx 200 \text{ mJ} \)
within \( \tau_{\text{pulse}} \approx 5 \text{ ns} \), one can estimate the intensity on the target available for fluorescence
excitation:

\[
I_{\text{excite}} \approx \frac{0.0036 \cdot 0.2 \text{ J}}{\pi \cdot (50 \times 10^{-6} \text{ m})^2 \cdot 5 \times 10^{-9} \text{ s}} \approx 2 \times 10^9 \frac{\text{W}}{\text{cm}^2}.
\]

The orange fluorescence light is emitted isotropically and collected in a solid angle of \( \Omega_{\text{lens}} = 17 \text{ mSr} \) (numerical aperture of \( NA = 0.075 \)) with the same optical path. The the aperture
lens creates an intermediate image closely behind the beam splitter, which is being imaged
onto a CCD chip with a microscope objective. The final magnification amounts to 33x. In
order to screen the camera from YAG reflections, a 532 nm Notch filter has been attached to
the camera tube.
3.1.5 Reduction of parasitic protons

Summary: The impact of parasitic protons from the contamination layer is minimized via laser ablation.

The described observation setup also fulfills another purpose. It was observed that the intensity of the weakened Nd:YAG beam still suffices to ablate material from the target back side. After a few minutes of permanent exposure, the fluorescence emission of the dots vanishes, which indicates that they have fully disintegrated. Considering the applied laser parameters (fluence \( \Phi = 10^3 \text{mJ/cm}^2 \) at \( \lambda = 532 \text{nm} \)), this agrees with measurements on laser ablation rates [73, 74]. However, since for the aiming procedure the dots never need to be illuminated for more than half a minute, one can benefit from this side-effect.

It has been explained earlier that the whole target is subject to a contamination layer (cf. section 2.2.3). Thus, even though the dot source should exceed the layer in proton yield, the impact of such parasitic protons will weaken the confined acceleration and add an exponential background to the monoenergetic feature. The described ablation avoids this problem: The Nd:YAG fluence easily suffices to remove the contamination layer from the focal region. For the applied vaccum \( (10^{-5} \text{mbar}) \), the recovery time of adhesive quasi-monolayers can be estimated by the particle impact rate on a surface [75]

\[
R = \frac{p}{(3m \, \text{kg} \, T)^{\frac{1}{2}}},
\]

which follows directly from kinetic gas theory. Here, \( p \) is the chamber pressure, \( m \) the mass of the adsorbed molecule and \( T \) the temperature. For \( p = 10^{-5} \text{mbar} \) and \( T = 300 \text{K} \), the impact rate for Hydrocarbons \( (m \approx 14 \times 1.7 \times 10^{-27} \text{kg}) \) attains \( R = 6 \times 10^{15} \text{cm}^{-2} \text{s}^{-1} \). An ablated area of \( A_{\text{Nd:YAG}} \approx \pi (50 \mu\text{m})^2 \) will hence need about 6 seconds in order to recover a 12Å contamination layer (cf. section 2.2.3 and ref. [39]), which is well above the time between two consecutive ablation shots \( (100 \text{ ms}) \). The observed ablation due to the Nd:YAG irradiation can thus be expected to limit the influence of parasitic protons considerably. A quantification of this effect will be part of future experiments.
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Figure 3.10: Deflection scheme of the Thomson parabola (top view). The ion track is given by the yellow line. Magnetic deflection (blue) and electric deflection (red) are displayed as projections separately.

### 3.1.6 Particle beam analysis I: dispersion via Thomson Parabola

**Summary:** A Thomson spectrometer is used to disperse the incident particles according to their kinetic energy and $q/m$-ratio. The deflection function $\Delta x(E_{\text{kin}})$ has been inverted numerically to $E_{\text{kin}}(\Delta x)$ so that the initial energy can be derived from the impact position.

A Thomson parabola is based upon the superposition of an electric and a magnetic field (Fig. 3.10). Here, the magnetic field is given by two permanent magnets of $B_{\Delta x} = 525 \pm 10 \text{ mT}$. The magnets are hosted in a yoke, which suppresses the fringing fields. The electric field is generated by a 10 x 10 cm$^2$ capacitor with a field strength of $E = 2.7 \text{ kV/cm}$. For a Thomson spectrometer, the $E$- and the $B$-field are parallel. Therefore, the capacitor plates were attached to the magnet surfaces (Fig 3.11).

The beam has to enter the parabola in a strongly collimated way. For the present setup this has been achieved by a lead aperture of 5 mm diameter, which could be reduced further by a subsequent set of pinholes to either 3 mm, 1 mm or 0.3 mm (Fig 3.11). The aperture defines the energy resolution of the recorded spectra (cf. 3.3.2) and should generally be as chosen as small as possible.

In the following, a relation between the deflection and the particle parameters shall be derived. It shall be noted that all calculations here are presented for the non-relativistic case. This agrees well with the achieved proton energies of $E_{\text{kin}} < 5 \text{ MeV}$, as can be seen from the estimation of the relativistic correction factor

$$E_{\text{kin}} = \frac{E_{\text{kin}}}{m_p c^2} + 1 \approx 1.005,$$

(3.5)

---

$^4$Both the confinement and the magnitude of the $B$-field was characterized with a Hall detector [62].
Figure 3.11: Inside view of the detection chamber from the detection plane. The chamber hosts a solid metal yoke, which carries the two magnets (smaller silver blocks) and the capacitor (yellow plastic plates). In the background, the lead aperture and a selection of three variable pinholes are visible. The aperture represents the connection to the target chamber. The foreground shows a CR30 mount.

where \( m_p \) is the proton rest mass of 1 GeV/c\(^2\).

Under the impact of a magnetic field a charged particle is forced onto an orbit (Fig. 3.10), the radius of which can be determined from the equilibrium between the Lorentz force and the centripetal force

\[
\vec{F}_{\text{centr}} = \frac{m\vec{v}^2}{r} \cdot \vec{e}_r \equiv q (\vec{v} \times \vec{B}) = \vec{F}_L
\]

(3.6)

\[
\Rightarrow r = \frac{mv}{qB}
\]

(3.7)

\( m \) being the unknown ion mass. Consequently, the \( B \)-field deflection \( x \) can be obtained from the circular ion motion, acknowledging that the centre of the circle is located at \( x = +r \) and the ion enters the field at \( x = 0 \). If the particle is fast enough to exit the parabola at the back, i.e. \( r > l_{\text{field}} \), the deflection at the exit point \( z = l_{\text{field}} \) yields

\[
x(l_{\text{field}}) = r - \sqrt{r^2 - l_{\text{field}}^2}
\]

(3.8)

with \( r \) as given above.

For the deflection by the \( E \)-field, one can refer to the equation:

\[
m\ddot{y} = F_{\text{el}} = qE,
\]

(3.9)

whereas the time derivative can be transformed into a spatial one under the assumption that
v_z remains constant (v_z \equiv v):
\[
\frac{d^2 y(t)}{dt^2} \approx \frac{d^2 y(t)}{dz(t)^2} = v_z^2 \frac{d^2 y}{dz^2}.
\]
(3.10)

After a double z-integration of equation (3.9), one obtains for the exit point l_{\text{field}}
\[
y(l_{\text{field}}) = \frac{qE}{2mv^2} l_{\text{field}}^2.
\]
(3.11)

v_z cannot be taken as ad hoc constant, because it has to obey the circular motion with respect to v. However, if the B-field deflections are sufficiently small, the effect on v_y can be neglected. For a 3 MeV proton the orbit radius can is roughly 50 cm; in comparison to the field dimensions of 10 cm, this means an interruption of the circular motion at a point when v_z(0) - v_z(l_{\text{field}}) \approx 0.9 |\vec{v}|.\footnote{It shall be noted that although the B-field solution does not consider the |\vec{v}|-increase from the E-acceleration, it still pays respect to the entanglement of v_x and v_z due to the circular motion, which improves the energy accuracy. If this dependence is also dropped and |\vec{v}| is treated strictly as v_z, one arrives at x(z) = \frac{qE}{mv_z} z^2 and finds the actual Thomson “parabolae” with x \sim y^2.}

After the particles left the spectrometer, they continue to propagate with constant velocity until they arrive at the detection screen (Fig. 3.10). This leads to an additional linear term in the deflection, so that for a given distance d = l_{\text{det}} - l_{\text{field}} between the spectrometer and the screen one finally obtains
\[
\begin{align*}
\Delta x(v, l_{\text{det}}) &= x(l_{\text{field}}) + v_x(l_{\text{field}}) \cdot t_{\text{prop}} \\
&= r - \sqrt{r^2 - l_{\text{field}}^2} \left( 1 - \frac{l_{\text{field}}}{r^2 - l_{\text{field}}^2} \right) \\
\Delta y(v, l_{\text{det}}) &= y(l_{\text{field}}) + v_y(l_{\text{field}}) \cdot t_{\text{prop}} \\
&= \frac{qE l_{\text{field}}}{mv^2} \left( \frac{1}{2} l_{\text{field}} + 4\pi r \frac{l_{\text{det}} - l_{\text{field}}}{\sqrt{r^2 - l_{\text{field}}^2}} \right),
\end{align*}
\]
(3.12)

where v can be replaced by \frac{2E_{\text{kin}}}{m}. A full derivation of equations (3.12) and (3.13) was given by Jäckel [62].

One has now two relations at hand connecting the particle velocity, i.e. its kinetic energy, to a spatial deflection. Since only one of them is required to determine the particle energy from impact position, the second one can be used for the determination of the q/m–ratio. For the given E- and B-field values, the B-field deflection x(l_{\text{field}}) is the larger one and thus thus been preferred for the energy analysis.

The deflection functions can not be inverted analytically with respect to \( E_{\text{kin}} = \frac{1}{2}mv^2 = f(\Delta x, \Delta y) \). If one wants to derive the initial kinetic energy of a particle from its deflection,
Figure 3.12: a) Energy-deflection function. The initial kinetic energy can be determined by the numerical inversion of equation (3.12). b) Theoretical ion tracks. The expected parabola deflections can be calculated for different q/m ratios.

one has to put forward the respective deflection function $\Delta x(E_{\text{kin}})|_{E,B,q,m}$ for each given set of parameters $(E, B, q, m)$ and and invert it numerically. In practice, this has been done with a 3rd order exponential fit, which yields excellent agreement. In Fig. 3.12 both the obtained proton energy-deflection-function and a set of theoretically calculated ion parabolas are shown for the field parameters $B = 525 \text{ mT}$ and $E = 2.7 \text{ kV/cm}$.

3.1.7 Particle beam analysis II: detection

Summary: The experiment features two detection mechanisms, which can be used in support of each other. CR39 track detection plastics deliver absolute information about impact numbers, but require a time-consuming evaluation. A Multi Channel Plate allows for the online observation of the experiment, but has to be calibrated carefully in order to obtain absolute spectra.

Track detection plastics - CR39

The setup contains two detection mechanism, both bearing advantages and disadvantages. The first mechanism is given by so-called CR39 track detection plastics (Track Analysis Systems Ltd.), which are made of a transparent thermoset resin [76]. In the experiment, CR39 pieces of typically $90 \times 50 \text{ mm}^2$ size are attached to a frame behind the Thomson spectrometer (3.2). When the fast particles penetrate the CR39 plate, they will be stopped according to Bragg’s absorption law (cf. section 4.2.1) and leave behind a trace of structural damage on their path. When etched in NaOH solution, the CR39 will expel the damaged material and form little craters so that the collected ion beams appear as visible traces on the plate, which can be
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Figure 3.13: a) Irradiated and processed piece of CR39. a) Several ion traces are visible in addition to the strong proton track (long top trace). The obtained parabolas are in excellent agreement with the theoretical predictions (Fig. 3.12). Under a microscope with 50x magnification, the traces can be analyzed with single impact resolution, which is shown in (b) for the case of protons and in (c) for Carbon ions.

evaluated further under a microscope (Fig. 3.13). Both the concentration of the solution and the etching time affect the visible outcome substantially with respect to depth and extent of the corrosion. For our purpose, a two hour bath in 6M NaOH solution at 85°C yielded optimum results.

The CR39 technique can be used for energy resolution also in a different way. Since the passing of a metal foil with certain thickness requires a minimum kinetic energy, one can collect information about the spatial energy distribution of the beam by covering a piece of CR39 with metal foil layers in a suitable way. Fig. 3.14 shows such a “pie filter” piece, which was mounted directly behind the target, where it could be moved in and out the proton beam.

The clear advantage of CR39 over any other method is the 1:1 mapping between the recorded images and real ion flux - each pit corresponds to a single ion! The CR39 thus delivers unequivocal information about the particle number. On the other hand, the handling of CR39 is rather awkward and slow. A maximum of 6 spectra can be recorded with one plate before it has to be replaced, which includes an airing of the chamber. Together with the two hours processing time this slows down the experiment considerably. Therefore, a complementary method shall be introduced.

Online observation - MCP

The second detector consists of a Multi Channel Plate (MCP) (Coultron Research Corp.), which is located in the front port of the detection chamber (Fig. 3.2). Its detection sur-
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Figure 3.14: a) A CR39 piece covered with Aluminium of 3 different thicknesses is visible in at the bottom. Different foil thicknesses correspond to different minimum energies and deliver information about the angle of emission. The piece is mounted directly behind the target for spatial emission analysis. b) Picture of the irradiated plastic. The foil thickness and the required minimum energy are noted for every sector. The emission can be seen to happen within energy cones.

The striking advantage of using an MCP is the possibility of online observation - the CCD images can be evaluated with a computer immediately (Fig. 3.16). The average processing time is thus reduced from several hours to a few seconds, which allows for very flexible experiments. Furthermore, with an MCP large amounts of data can be acquired, which enables for the first time a statistical interpretation of the acceleration experiments. Without the online detection, none of the presented results could have been achieved within the restricted timeframe.

Although the time argument makes the MCP highly preferrable over CR39, a number of disadvantage have to be considered, too. The MCP is a very sensitive instrument that has to be kept under a constant vacuum of the order of $10^{-6} - 10^{-7}$ mbar. This high vacuum is achieved by differential pumping with a separate set of pumps, which retains the quality of the vacuum against the target chamber ($10^{-5}$ mbar). When exposed to air, the MCP system takes several hours to be reactivated due to the necessary gradual voltage application. Another disadvantage is the comparably small size of the detection area (Fig. 3.17), which restricts the detection to a lower energy of about 0.85 MeV. Furthermore, the MCP delivers only relative...
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Figure 3.15: The unmounted Multi Channel Plate (MCP).

Figure 3.16: Typical parabolic tracks obtained from the MCP. Spectral information can be derived from camera counts vs. horizontal distance to the zero deflection point (bottom right corner).
spectra: each of the conversions from ions to electron, from electron to photons, and from photons to pixel charge is subject to a certain conversion efficiency and detection threshold, so that the obtained spectra have to be carefully calibrated against the corresponding, absolute CR39 spectra. (cf. section 3.2.2).

3.2 Analysis Techniques

3.2.1 Binning

Summary: The energy interval corresponding to the 100 µm counting interval increases for higher energies. Therefore, the derived proton numbers are scaled to a constant energy width of 50 keV.

Both detection methods rely on the evaluation of impact densities. Therefore, the parabolic tracks are divided into intervals of constant width (100 µm) and counted either with a computer routine (MCP) or by hand (CR39). However, due to the non-linearity of the deflection function (eq. 3.12), the corresponding energy intervals broaden with increasing energy, i.e. when approaching the zero deflection point. In order to obtain a spectrum “per constant energy width”, one therefore has to define a fixed value for such a width beforehand and scale the counts at every x-position accordingly (Fig. 3.18).

A suitable energy width must cover the energy equivalent of 100 µm up to the occurring maximum at $E_{\text{cutoff}}$, which in the present case is given by $\Delta E \approx 50$ keV for $E_{\text{cutoff}} \leq 4$ MeV. The width should furthermore match the energy resolution given by the aperture in front of the Thomson spectrometer. If the energy resolution is worse than the separation of consecutive

Figure 3.17: Comparison between the detection areas of the MCP and a CR39 plate.
Figure 3.18: Conversion of parabola tracks into a spectrum and binning procedure. The upper graph shows a scanned CR39 track, the lower one the corresponding spectrum. For both CR39 and MCP pictures, intervals of constant spatial width (100 µm) are counted with respect to impact densities. The B-field deflection Δx corresponds to the initial energy in a nonlinear way, which can be seen from the increasing spacing in the lower graph. Therefore, the spatial intervals correspond to energy intervals of different width, too. The derived impact densities thus have to be rescaled to a constant energy width (50 keV), which resembles the occurring maximum at the cutoff energy. In the upper graph, the blue interval represents the 100 µm counting width. This width can be seen to correspond to certain energy interval in the lower graph (blue bar), which is however smaller than the predefined value of 50 keV. Hence, it has been rescaled to 50 keV (transparent red bar).
counting intervals, information about the height and width of monoenergetic spectral features can be blurred [62] which is, however, not the case for the current experiment. The projection of the 1 mm aperture onto the MCP surface amounts to 1.2 mm. Even at the minimum deflection, this interval remains comparable to the defined energy width of $\Delta E_{\text{res}} = 50$ keV and hence no information is being lost.

3.2.2 Calibration of the MCP against CR39

Summary: A comparison of MCP and CR39 spectra yields a scaling factor of $6 \pm 1$ between the two detection methods.

It has been mentioned in section 3.1.7 that the relative spectra from the MCP have to be calibrated against absolute CR39 numbers. The full calibration procedure is presented in Jäckel [62] and shall be outlined only briefly.
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Figure 3.19: Calibration of the relative MCP spectra against absolute CR39 counts. The scaling factor between the CCD detected photons and the proton impacts on the CR39 assumes a constant value of $6 \pm 1$.

Since one can change between both detection methods by simply moving the CR39 plates out of the beam (without breaking the vacuum), the calibration can be done in a straightforward way. A series of 10 consecutive shots is recorded with the MCP. If the resulting spectra are stable with respect to intensity, temperature, cutoff energy and ion distribution, the CR39 plate is moved in between the Thomson parabola and the MCP head and exposed to the proton beam.\(^6\) After that, another series of 5 comparative MCP shots is recorded in order to

\(^6\)Typically, the CR39 were exposed to 10 consecutive shots, too. This averaging guarantees a certain robustness against statistical fluctuations.
affirm the unaltered beam conditions. Fig. 3.19 shows the comparison between an MCP and a CR39 spectrum. The two graphs are separated by a constant factor of $6 \pm 1$; that is, one CCD count equals an average of 6 protons. With such a relation at hand, the application of the MCP is equally reliable as the track detection plates*

3.3 Results

3.3.1 Overview over previous results from conventional targets & determination of the optimum experimental conditions

Summary: Ion beams ($H^+$, $C^{m+}$, $O^{n+}$) with several hundred keV temperature and MeV cutoff energy can be readily produced at the JETI laser system. The optimum results were found for a 2 $\mu$m Titanium foil and small prepulse. Double layer targets show a six times higher yield independently almost of the choice of the carrier foil.

A series of antecedent experiments has been carried out at the JETI system with both the MCP and CR39 [62]. The generated particle beams have been studied under a number of aspects, including the influence of the laser intensity, the prepulse and the incidence angle, as well as the target thickness and the material. All hitherto results are in accordance with the TNSA explanation scheme and comparable to those obtained by other groups (see for example [3, 28, 52, 59]). The current experiment can draw from this experience and determine the optimum conditions for the generation of monoenergetic proton beams.

At the JETI, the acceleration of various ion types has been observed. Besides protons, Carbon ($C^{1+}...C^{5+}$) and Oxygen ions ($O^{n+}$) were identified with the Thomson parabola. The particle beams consistently show a Boltzmann-like energy distribution with typical temperatures of $k_B T = 0.15 - 0.5$ MeV for protons. Cutoff energies of 2.5 – 3.0 MeV were concluded from the deflection behaviour as well as from stopping experiments with Aluminium foils.\footnote{Occasionally, energies beyond 4.5 Mev were observed, too.}

Titanium ($^{22}$Ti) and Tantalum ($^{73}$Ta) foils were analyzed as representatives for low-Z and high-Z targets, respectively. Thereby, foil thicknesses of 20, 12, 5, 2, and in the case of Titanium also 1 micron(s) were compared. The obtained spectra increase in proton yield and cutoff energy with decreasing target thickness, which follows the predicted behaviour [28, 42]. For Titanium (Fig. 3.20), the existence of an optimum thickness at 2 $\mu$m is observed (cf. section 2.2.3). It was also verified that a large prepulse has a negative impact on both proton yield and cutoff energy [62]. Therefore, a zero prepulse was chosen for the dot experiments.

Furthermore, the proton acceleration from double layer targets was analyzed. Both Titanium and Tantalum foils of 2 $\mu$m and 5 $\mu$m thickness were combined with PMMA layers of various extent, reaching from 0.15 to 1 $\mu$m. In agreement with the results from other groups, a substantial increase in the particle yield could be observed, which proves the feasibility of
the double layer technique for the generation of monoenergetic beams. A comparison between uncoated and coated foils yields a factor of 6 ± 2 in the case of 5 μm Titanium plus 0.5 μm PMMA, and comparable values for other combinations. Fig. 3.21 shows the averaged spectra from single and double layer targets.

It shall be noted that no acceleration of heavy ions from the foil material was observed. In ref. [51] it was proposed that double layer and dot experiments should utilize targets with high-Z carrier foils as background material, so that protons are clearly preferred for acceleration due to their higher q/m – ratio and no energy is deposited on the heavy foil ions. However, since no energy is lost to the foil ions anyway, the argument does not hold true for the current situation: 22Ti seems to be "heavy" enough. Since furthermore the results for Titanium were generally more stable and showed a higher proton yield, Titanium has been preferred for the production of microstructured targets.

Figure 3.20: Proton spectra for Titanium foils of various thicknesses. All spectra show an exponential decay. For the current laser parameters, the optimum target thickness for Titanium is 2 μm, where a temperature of k_B T = 0.17 ± 0.01 MeV and a cutoff energy of about 2.5 MeV is obtained.
Figure 3.21: Comparison between conventional targets and double layer targets. A 5 $\mu$m Titanium foil yields a 6 ± 2 times higher proton intensity when coated with a 0.5 $\mu$m layer of PMMA. The displayed spectra are averaged over many shots at the same focus position and attain a temperature of $k_B T = 0.46$ MeV for the uncoated and 0.49 MeV for coated foil, respectively.

3.3.2 Monoenergetic proton beams

Summary: Quasi-monoenergetic proton beams can be generated from laser-matter interactions with high reliability. More than 50 spectra with peaks around 1.3 MeV and 25-50% energy spread were observed. The peak position depends on the laser power. An increase in conversion efficiency from laser energy into proton energy by a factor of 2.5 was observed. The total number of monoenergetically accelerated protons is limited by the laser power, not by the dot size. Parasitic effects were reduced, but could not be eliminated. The full lateral extent of the TNSA field lies between 30 and 90 $\mu$m.

Throughout the thesis experiments, a large number of $20 \times 20 \times 0.5 \mu m^3$ PMMA dots located on the back side of a thin Titanium foil (5 $\mu$m) were irradiated following the aiming procedure as described above (cf. section 3.1.4). Now, if the recorded spectra are to acquire a monoenergetic form, the recorded ion tracks should display a visible change already. This is indeed observed: Fig. 3.22 (N) shows a typical proton track obtained from a conventional thin foil target with noticeably decreasing intensity from the left to the right, that is in direction of increasing energy towards the zero deflection point. The track leads to the well-known exponential spectrum with the typical cutoff behaviour. On the contrary, Fig. (D1-D3) show the results from the irradiation of dots. All three graphs increase in intensity when approaching higher energies; Fig. (D2) does barely yield any counts at the low-energy margin of the MCP at all. Accordingly, the spectra attain a new form: The Boltzmann-like decay is replaced by a clear peak (Fig. 3.23).
Figure 3.22: Peaked proton tracks recorded with the MCP. For a plain unstructured foil (N), the proton intensity continuously decreases from the left to the right (in direction of increasing energy), which yields the typical exponential spectra. Fig. (D1-D3) show the results of the dot irradiation: The intensity increases towards higher energies, which indicates the existence of non-thermal spectra. The spots close to the zero deflection point are artefacts. The dashed curve at the left end of the track represents the low-energy boundary of MCP of about 0.85 MeV.
Figure 3.23: Monoenergetic proton spectra from dot irradiation. The three spectra correspond to Fig. 3.22 (D1-D3) and show a distinctly monoenergetic character. Peaks of variable height, width and position are observed. The averaged exponential background from conventional 5 µm Titanium targets as given in Fig. (3.21) has been inserted as reference (black squares). For Fig. (D1), the peak is located at $E_{\text{center}} = 1.25$ MeV, has a FWHM of $\Delta E_{\text{FWHM}} = 0.6$ MeV $\simeq 50\%$ and exceeds the background by a factor of 3.5, all of which are typical values.
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The dot irradiation was carried at two different intensities. For \( I_1 = (3.5 \pm 0.15) \times 10^{19} \text{ W cm}^{-2} \), the average peak position can be found at \( E_{\text{center}}(I_1) = 1.13 \pm 0.31 \text{ MeV} \), whereas \( I_2 = (3.8 \pm 0.15) \times 10^{19} \text{ W cm}^{-2} \) leads to \( E_{\text{center}}(I_2) = 1.34 \pm 0.37 \text{ MeV} \). Peak functions for lower intensities might exist, but were not observed due to the limited size of the MCP \( (E_{\text{min}} = 0.85 \text{ MeV}) \). However, the difference of 0.21 MeV is considerable and proves the dependence of the peak position on the laser power. This dependence does approximately follow the theoretical predictions of section 2.2.2, where the TNSA field was found to be proportional to \( \sqrt{I \lambda^2} \). The square root of the intensities gives a factor of

\[
\sqrt{\frac{I_2}{I_1}} = 1.09 \pm 0.09, \quad (3.14)
\]

whereas the observed energies are related as

\[
\frac{E_{\text{center}}(I_2)}{E_{\text{center}}(I_1)} = 1.18 \pm 0.64. \quad (3.15)
\]

It can be seen that the difference is well exceeded by the error and thus the square root scaling law holds true. However, the current intensities might still be below the threshold for a predictable acceleration behaviour (cf. scaling section 4.1) and the energy range where such a scaling becomes possible has not been achieved yet.

It is important to note that the peaks are generated in excess of the underlying background. As comparison, the averaged exponential spectra from conventional 5 \( \mu \text{m} \) Titanium targets have been inserted in each graph. From the ratio between peak maximum and background intensity it can be derived that the monoenergetic feature typically exceeds the background by a factor of 3.5. In Fig. 3.24 the exponential background was subtracted from Dot 1 (Fig. 3.23 D1), which gives the pure contribution from the dot.

The observed monoenergetic peaks vary considerably in their height. Maximum proton numbers from \( 1.5 \times 10^3 \) to \( 2.1 \times 10^4 \frac{\text{protons}}{50 \text{ keV} \times 10 \mu \text{Sr}} \) were observed, which is a fluctuation of about one order of magnitude. Concerning peak width, the spectra display a full width at half maximum (FWHM) of \( 0.2 - 0.6 \text{ MeV} \), which corresponds to \( 25 - 50 \% \) of \( E_{\text{center}} \). This relatively large spread is due to the big dot size, which exceeds the laser focus by a factor of 40 in area.

The peak features typically contain a few \( 10^5 \) protons within \( \Omega_{\text{obs}} = 10 \mu\text{Sr} \) solid angle of observation; for example \( 3.2 \times 10^5 \) in the case Dot 3 (Fig. 3.23 D3). In section 3.3.4 it will be shown that the total angle of emission is at least \( \Omega_{\text{em}} = 24 \text{mSr} = 2.4 \times 10^3 \Omega_{\text{obs}} \), which allows to give an estimation about the total proton number. The number of monoenergetically accelerated protons from Dot 3 thus amounts to \( \geq 8 \times 10^8 \).
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In comparison, a PMMA dot of $20 \times 20 \times 0.5 \mu m^3$ size consists of

$$N_{prot} = \nu_{H, \text{PMMA}} V_{dot}$$

$$\approx 1.2 \times 10^{13}$$

protons, which shows that only 0.01% of the available protons have been accelerated. Here, $\nu_{H, \text{PMMA}} = 6.02 \times 10^{10} \text{ / } \mu m^3$ is the Hydrogen particle density in PMMA, which can be derived from the density of PMMA ($\rho_{\text{PMMA}} = 1.19 \frac{g}{cm^3}$) and its chemical composition ($C_3H_5COOCH_3$). The height of the monoenergetic peak thus turns out to be limited by the accelerating potential, and not by the available number of protons. The large reservoir can not be exploited with the current laser power, but will be of interest when discussing future laser generations and applications subsequently.

The conversion efficiency from laser energy into proton energy can be determined from integrating over the obtained spectra. Since the MCP detection is limited at the low energy boundary to 0.85 MeV, one can thereby consider a certain energy interval only. The energy contained in Dot 3 (Fig. 3.23 D3) is about $6 \times 10^{-6} \text{ J}$, which yields a conversion efficiency of $\alpha_{\text{conv}}(\text{Dot1}) = 10^{-5}$ from laser energy into monoenergetic protons, i.e. those between 0.9 MeV and 2.0 MeV. For the same interval, the exponential background shows a conversion efficiency of $4 \times 10^{-6}$. The acceleration from a microdot has thus increased the conversion efficiency by

Figure 3.24: Difference between the dot spectrum (blue) and the exponential background (black) from Fig. 3.23 a). The remaining intensity peak (red) gives the pure contribution of the proton rich dot in the TNSA field.
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a factor of 2.5 within the relevant energy range.

In many spectra, the low energy edge of the peak drops below the background distribution. Thus, the reduction of parasitic protons via laser ablation was (at least partially) successful. Fig. 3.23 D2) shows such a spectrum. In other cases, the peak features merge with the exponential background again, which indicates a remaining parasitic contribution. Considering the ablation of the alignment laser on the back side (cf. section 3.1.5), the origin of these parasitic protons can not be ascribed to contamination layers, but rather to neighbouring dots with insufficient separation. From this fact, the lateral extent of the TNSA field can be concluded. The observation of monoenergetic spectra implies that the whole dot (20 \times 20 \mu m^2) must have been exposed to the accelerating field, which sets the lower limit for the dimension of the field to \( \sqrt{2} \cdot 20 \mu m \). The upper limit is determined by the distance between two dots; if the neighbouring dot had reached significantly into the weak fringe of the accelerating field, no monenergetic spectra would have occurred. The size of the TNSA field and hence the emission source size for conventional proton acceleration under the current laser and target conditions therewith amounts to 30 – 90 \mu m.

The presented results are no singular occurrences, but represent a very stable phenomenon. Dozens of monoenergetic spectra have been recorded from the interaction of TW-laser pulses with microstructured targets. A peak feature consistently appears if a dot is irradiated. It shall be noted that the irradiation of areas between the dots never yielded any monoenergetic feature, which is a convincing argument for the accuracy of the alignment method. The overall aiming accuracy can be be as high as 71 % per day (35 out of 52 shots). The misses can be sufficiently explained the pointing instability of the laser (\( \sim 3 \mu m \)) or an inhomogeneous distribution of the dye within the dot, which can prevent an exact localization. In the following, two methods of validation for the obtained results shall now be presented.

3.3.3 CR39 comparative shots

Summary: The use of CR39 fully support the previous results. Quasi-monoenergetic peak features appear on top of an underlying, exponential background.

Several shots on CR39 have been recorded in order to support the acquired results. Similar to the MCP detection, the evaluation yields both peaked and unpeaked spectra. Again, the peaks appear in excess of an exponential background. The background contribution can be seen to continue for low energies, which could not be observed with the MCP before due to its limited size. Fig. 3.25 shows such a CR39 spectrum. The graph displays a distinct, quasi-monoenergetic feature that matches the above results with all respects. The solid line is a fit of the exponential background.

Both detection methods thus prove to be in perfect agreement. However, it has to be re-emphasized that the availability of an online observation strongly contributed to the success of the experiment, since it pointed out the spectral region of interest immediately.
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Figure 3.25: Peaked spectrum recorded from a single shot on CR39. In agreement with the MCP data, quasi-monoenergetic spectra were recorded also with track detector plastics. The solid line represents a fit of the exponential CR39 background.

3.3.4 2D Particle-In-Cell simulation

Summary: A 2D PIC simulation excellently reproduces the experimental results. The total number of quasi-monoenergetic protons can be estimated to $8 \times 10^8$ within 24 mSr solid angle.

The production of monoenergetic protons from microstructured targets was predicted by a theoretical work that correlated the spectrum to the initial proton distribution on the target [58]. The results were bound to a specific set of simulation parameters, which differ largely from the present experimental situation. Here, the target is given by Titanium foil with Hydrocarbon coating instead of Gold with purely protons. The layer thicknesses exceed the simulation values by a factor of 10. Furthermore, the laser does not operate at $a_0 = 30$, but at $a_0 = 4$, and the focus is not twice as large as the dot, but only a small fraction of its size. The question arises, whether under these conditions the theoretical model would still support a monoenergetic behaviour.

A numerical simulation of the present experimental situation was performed by T. Esirkpepov [9]. The same model as used in ref. [58] was applied to the conditions of the current setup. The simulation is based on a 2D Particle-in-Cell (PIC) code called REMP ("relativistic electromagnetic particle-mesh"), which uses the hydrodynamic model of Matsukado et al. [59]. The fully vectorized motion of $8.2 \times 10^8$ particles was calculated at the NEC SX-5 computer at Osaka University, Japan. A screenshot of the simulation is shown in Fig. 3.26.
Figure 3.26: Screenshot of the 2D PIC simulation. The laser incidence at the front side and the acceleration of a bunch of quasi-monoenergetic protons from a confined source are shown for different times (50 and 250 laser cycles, respectively). The Carbon ions can be seen to remain comparably immobile.

Figure 3.27: Results from the 2D PIC simulation carried out for the parameters of the experiment (\( I = 4 \times 10^{10} \text{ W/cm}^2 \), \( A_{\text{loc}} = 5 \mu\text{m}^2 \), \( A_{\text{diss}} = 20 \times 20 \mu\text{m}^2 \), 5 \( \mu\text{m} \) Ti + 0.5 \( \mu\text{m} \) PMMA target). The calculation yields a distinct peak at 1.2 MeV (red line), which excellently fits the experimental data (black squares). The simulation curve has been normalized to fit the real spectrum.
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The result of the simulation is shown in Fig. 3.27. A distinct monoenergetic peak appears in the spectrum at an energy of about 1.2 MeV. The peak possesses a FWHM of about 0.3 MeV (≈ 25%). The simulation is given in arbitrary units. As comparison, a real dot spectrum has been inserted in the graph. Simulation and experiment agree excellently with respect to the relative peak height, its width and position.

The simulation yields that the proton emission for a peaked spectrum at 1.2 MeV occupies a solid angle of 24 mSr. Earlier measurements at the JETI with conventional double layer targets (2 µm Ti + 1 µm PMMA) resulted in the much bigger value of 275 mSr, which indicates that the dot acceleration is indeed restricted to the central and less divergent part of the acceleration field. For the smaller value, the ratio between solid angle of emission and solid angle of detection amounts to

\[
\alpha_{\text{scale}} = \frac{d\Omega_{\text{em}}}{d\Omega_{\text{detect}}} = \frac{24 \text{ mSr}}{10 \mu\text{Sr}} = 2.4 \times 10^3, \tag{3.17}
\]

which allows to give a lower limit estimation for the total number of homogeneously accelerated protons from the observed spectra. For the \(3.2 \times 10^5\) protons in Fig. 3.23 D1), one obtains a total number of protons of \(8 \times 10^8\).
4 Outlook

4.1 Petawatt scaling:
prospects of the POLARIS laser class

Summary: The POLARIS laser system will deliver pulses of $I \approx 10^{21}$ W/cm$^2$ by 2008. For such Petawatt lasers, the maximum proton energy scales with $P_{laser}^{1/2}$. A 2D PIC simulation carried out for the POLARIS parameters yields a monoenergetic peak at 173 MeV with 0.6% bandwidth.

The current results are mainly limited by two factors: the target quality and the laser power. The target quality, i.e. dot size and separation, determines the energy spread and the contrast ratio of the monoenergetic feature. The fabrication procedure is currently under improvement and will provide better targets for the next campaign (see Fig. 5.1). On the contrary, the laser power determines the peak position. An improvement with that respect can not be achieved on a short term basis, but depends on the the development of new high intensity lasers.

An ambitious laser project is the POLARIS laser at the University of Jena [77]. The POLARIS will employ diode-pumped Yb$^{3+}$:Glass for the amplification of Ti:Sa pulses to about 1 PW (1 PW = $10^{15}$ W). At the present stage, four out of five amplification stages have been established and tested to achieve stable pulse energies up to 8 J. In an optimistic estimation, the fourth amplification stage including the compressor will be finished by the end of 2006 and deliver 15 – 20 J, whereas the final amplifier and thus the whole system is likely to be completed by 2008. The POLARIS operates at a central wavelength of 1042 nm and provides pulses of 16 nm bandwidth and 150 fs duration at a repetition rate of 0.1 Hz. The pulses can be expected to create intensities of $I \approx 10^{21}$ W/cm$^2$ on target within a focus of 10 μm diameter ($A_{loc} \approx 80 \mu$m$^2$), which outmatches the JETI by two orders of magnitude.

For such a rise, the conditions of laser driven ion acceleration will change. D’Humieres et al. pointed out that in the Petawatt regime the quasistatic field acceleration is supported by a shock wave from the target bulk, which may outmatch the conventional TNSA mechanism [42]. This conclusion is based on a study that distinguishes between three different regimes of proton acceleration: an opaque regime for thick targets and comparably low laser intensities (the well-known TNSA), a transparent regime that allows the laser to pass through the very thin foil almost undisturbedly, and a the laser shock regime as a kind of optimum between the transparent and opaque case.
4.1. PETAWATT SCALING:
PROSPECTS OF THE POLARIS LASER CLASS

In agreement with this division, Esirkepov et al. identify the third regime as a "radiation pressure dominant" regime [78]. In a scalability study on ion acceleration they find that for the successful exploitation of this regime, the so-called critical depth\(^1\) must attain a certain optimum value. For this optimum, they derive the scaling law

\[ E_{\text{cutoff}} \approx 228 \text{ MeV} \times Z \sqrt{P_{\text{laser}}/\text{PW}} \]  \( (4.1) \)

for laser accelerated ions, where \( Z \) is the ion charge. This result displays the same \( P_{\text{laser}}^{1/2} \) dependency as obtained for the conventional TNSA field in section 2.2.3.

Acknowledging these results, a second PIC simulation was performed following the POLARIS parameters: a laser pulse of \( E_{\text{POL}} = 150 \text{ J} \) and \( \tau_{\text{POL}} = 150 \text{ fs} \) is focussed to a spot of \( d_{\text{loc}} = 10 \mu \text{m} \) diameter, which leads to an intensity of \( I_{\text{POL}} = 1.2 \times 10^{21} \text{ W/cm}^2 \). The target consists of a 5 \( \mu \text{m} \) Titanium foil with PMMA dots of \( d_{\text{dot}} = 2.5 \mu \text{m} \) diameter and \( \Delta z_{\text{dot}} = 0.1 \mu \text{m} \) thickness. The simulation follows again the model described in section 3.3.4.

Fig. 4.1 shows the results of the simulation. The obtained spectrum yields a distinct peak at \( E_{\text{center}} = 173 \text{ MeV} \) with an energy spread of about \( \Delta E_{\text{FWHM}} = 1 \text{ MeV} \) or 0.6%. In comparison to the JETI results, this means a rise in energy by a factor of 130, and an improvement in relative peak width by a factor of 50. However, it can be seen that the result differs from equation (4.1), which predicts a maximum proton energy of 228 MeV. The deviation can be

\(^1\)The critical depth is the product of target thickness and electron density, \( \sigma_e = n_e d_{\text{target}} \).
explained by the fact that Esirkepov’s scaling law holds true only for the optimum critical depth, which is not given for simulated POLARIS conditions.

For the Petawatt regime, the simulation yields that the acceleration of protons from a dot source is no longer limited by the laser power. It can be seen that the protons are detached and accelerated in a bunched manner. The monoenergetic peak thus contains all of the $3 \times 10^{10}$ protons abundant in a $0.5 \mu m^3$ dot.

It shall be noted that for Petawatt regime the proton motion becomes relativistic. The relativistic factor can be estimated via

$$\gamma = \frac{E_{\text{kin}}}{m_p c^2} + 1 \approx \frac{173 \text{MeV}}{1 \text{GeV}} + 1 = 1.173,$$

which proves to be no longer negligible and thus requires an advanced proton beam analysis. On the other hand, the directly laser-induced ion quiver motion still remains comparably small as can be seen from the relativistic parameter $a_0$ (equation 2.21).

4.2 A promising application

4.2.1 Stopping of fast ions in matter

*Summary: The stopping of ions in solids follows a $Z^2/v^2$—dependence and shows distinctly peaked absorption cutoff. In the case of protons in biological tissue, this Bragg peak contains $3.3 \text{MeV}$ within $175 \mu m$.*

The past chapters delivered an overview about a seminal technique for the production of energetic ion beams. In the following, the practical use of such ion beams shall now be expounded.

When ions penetrate a solid target, they are stopped in a characteristic manner due to the Coulomb interaction with the target atoms. The interaction can be basically divided into two contributions, an electronic and a nuclear one, which correspond to two different regimes of energy loss [79]. In the regime of *electronic interaction*, the incident ion still performs a relatively straight propagation, thereby displacing the hull electrons along its path. If the particle is already sufficiently slow, elastic scattering at the positive nuclei will gain importance and support the stopping process. At this regime of *nuclear interaction*, the incident particle will be deflected from its orginal path and come to rest very quickly.

The stopping of ions in matter is typically characterized by the differential loss of kinetic

---

$^2$The discussion shall here be limited to "heavy" particles of at least proton mass.
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Figure 4.2: Stopping power of Aluminium as given by the National Institute of Standards and Technology (NIST) charts [82]. The curve is based on equation (4.3) for energies above 0.5 MeV and experimental data for lower energies. The maximum is given at 0.06 MeV. A phenomenological correction for the contribution of nuclear interactions has been added to the falling edge at left hand side.

energy along the penetration path, the **stopping power** $-\frac{dE_{\text{kin}}}{ds}$, which is given by [80, 81]

$$-\frac{dE_{\text{kin}}}{ds} = \frac{Z^2 e^4 n_e}{4\pi \varepsilon_0^2 m_0 v^2} \left\{ \ln \left( \frac{2m_0 v^2}{E_{\text{ion}}} \right) - \ln \left( 1 - \frac{v^2}{c^2} \right) \right\},$$

$$\approx \frac{Z^2}{v^2},$$

where $n_e$ and $E_{\text{ion}}$ are the electron density and the average ionization energy of the stopping material and $Z$ is the charge of the incident particle. Equation (4.3) shows a square dependency on the particle charge and initial velocity. The first term in parentheses is a semi-classical term that can be obtained by integrating the transfer of momentum between particle and target electrons within a cylindrical interaction volume. The latter terms represent a relativistic correction up to $E_{\text{kin}} \approx m_0 c^2$. The stopping power for protons in Aluminium is displayed in Fig. 4.2. The graph shows a characteristic maximum, which resembles a regime of most efficient stopping.

The peak behaviour leads to the effect that a fast particle can propagate relatively undisturbedly and with a constant energy loss for a long time, until it undergoes a certain threshold after which it is stopped very rapidly, thereby depositing almost its entire energy within a small volume [79, 80]. This behaviour is shown in Fig. 4.3, where the energy loss in Aluminium and biological tissue is given as a function of proton penetration depth. The strong peak (**Bragg peak**) defines the depth of predominant energy deposition and can exceed the quasi-constant energy loss by a factor of $> 10$. The maximum penetration depth (**stopping range**) can be
seen to be located very closely to the Bragg peak.

From equation (4.3) it follows, that the width of the Bragg peak is constant regardless of the initial energy, namely 150 µm for Aluminium and 175 µm for biological tissue (Fig. 4.3). Thus, the amount of kinetic energy deposited within the peak is constant, too, and attains

$$\Delta E_{\text{Bragg}}^{\text{Alu}} \left( \frac{1}{e^2} \right) \approx 4.4 \text{ MeV},$$

$$\Delta E_{\text{Bragg}}^{\text{tissue}} \left( \frac{1}{e^2} \right) \approx 3.3 \text{ MeV}.$$ (4.4)

The stopping of the incident ion is accompanied by an excitation and ionization of the stopping medium along the penetration path. Hence, the Bragg peak corresponds to a region of maximum ionization density. The irradiation of biological tissues with energetic particle beams has thus been identified as a highly suitable mechanism for the treatment of cancer. In the final section, the perspective of laser produced proton beams for such a proton therapy shall be evaluated.
4.2.2 Medical proton therapy

Summary: Current laser accelerators allow for first biophysical experiments. Lasers of the POLARIS class will fulfill the requirements for proton therapy. If such lasers can be operated sufficiently stable, first clinical experiments are conceivable within a 10-years timescale.

Cancer treatment is closely connected to the application of high energy radiation. About two thirds of all cancer patients are treated with radiation therapy, or radiotherapy [83]. In this medical context, the term radiation refers to both electromagnetic and particle beams. The central purpose of all radiation therapy is to modify the rapidly growing cancer cells such that they will either be prevented from reproduction by an alteration of their DNA, or die from the irradiation directly.

Proton therapy is a very sophisticated technique, and treatment facilities are still rare around the world. In contrast to the exponentially absorbed X-rays, protons and ions follow the characteristic stopping law presented above. They also exceed electrons with respect to their ionization power (Fig. 4.4), which makes them the ideal candidates for a precise treatment of inoperable tumors in a sensitive vicinity. Table (4.1) gives the proton stopping range in different materials for various energies. The data was again taken from NIST charts [82].
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Figure 4.4: Comparison of the stopping power of electrons, protons and α-particles in biological tissue. The solid plots show the energy loss in MeV/mm peak. The ion beams are superior to the electrons with respect to the maximum deposited energy, which is due to the confined absorption in the Bragg peak. This leads to a higher ionization rate and minimizes the effect on surrounding healthy tissues. The stopping range is given by the dashed lines.
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<table>
<thead>
<tr>
<th>$E_{\text{kin}}$ [MeV]</th>
<th>1</th>
<th>3</th>
<th>10</th>
<th>30</th>
<th>100</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>range in air [mm]</td>
<td>23</td>
<td>144</td>
<td>1E3</td>
<td>8E3</td>
<td>7E4</td>
<td>5E5</td>
</tr>
<tr>
<td>Aluminium</td>
<td>0.01</td>
<td>0.08</td>
<td>0.62</td>
<td>6.48</td>
<td>36.95</td>
<td>242.81</td>
</tr>
<tr>
<td>Lead</td>
<td>0.01</td>
<td>0.05</td>
<td>0.30</td>
<td>1.83</td>
<td>14.24</td>
<td>89.25</td>
</tr>
<tr>
<td>water / tissue</td>
<td>0.02</td>
<td>0.14</td>
<td>1.23</td>
<td>8.84</td>
<td>77.07</td>
<td>513.90</td>
</tr>
<tr>
<td>muscle</td>
<td>0.02</td>
<td>0.15</td>
<td>1.19</td>
<td>8.57</td>
<td>74.57</td>
<td>498.46</td>
</tr>
<tr>
<td>bone</td>
<td>0.01</td>
<td>0.09</td>
<td>0.72</td>
<td>5.18</td>
<td>44.89</td>
<td>298.22</td>
</tr>
</tbody>
</table>

Table 4.1: Proton ranges in mm for different stopping materials. The stopping range corresponds approximately to the position of the Bragg peak.

So how could laser-produced proton beams contribute to this treatment method? Current proton therapy centres are run with LINACs (Linear accelerators) or small cyclotrons, both of which are well-established, commercial devices.\(^3\) Thus, with respect to the acquisition and running costs as well as the required space, a high-intensity laser system of the POLARIS class does not seem advantageous, at least at the present stage of development. A mere application as a substitute proton source while keeping the conventional infrastructure as suggested by Bulanov et al. [51] therefore seems unreasonable.

However, Bulanov et al. also propose a second scheme, which locates the proton source, i.e. the comparably small thin foil target, as close as possible to the patient. In such a setup, the whole assembly of rotatable magneto-optics and large parts of gantry system become superfluous - the only thing to be guided is laser light. The the costs of a single treatment unit could thus be reduced significantly.

Now, is the physics of laser plasma acceleration really feasible for a routine medical application? Before answering this strong inquiry, consider a weaker one first: Are laser accelerated protons in principle suitable for a biological application? This question can be confidently answered with "yes" - the irradiation of cancerous tissues with laser accelerated proton beams is conceivable within the next years.

Medical proton therapy requires the application of monoenergetic proton beams with high energy. Proton beams with tens of MeV have been generated at the Lawrence Livermore Labs [36] and demonstrate the feasibility of the TNSA mechanism for high energies. Studies at the Laboratoire d’Optique Appliquée Palaiseau [8] and the IOQ Jena [62] show that protons can be produced from laser plasmas with high repetition rate. The first production of monoenergetic proton beams with the help of microstructured targets has been reported by Schoerer et al. [9] and discussed in this work. Simulations allow to project the results to higher laser intensities, i.e. to the next laser generation. A high repetition rate PW-laser system will be available in Jena soon [77], which is capable of accelerating protons up to 173 MeV. This value

\(^3\)It has to be emphasized that laser accelerators do not compete against the Stanford SLAC or the CERN SPS, but against comparably small accelerators, which deliver quasi-continuous particle beams and can be operated by small number of people.
4.2. A PROMISING APPLICATION

<table>
<thead>
<tr>
<th>$\Delta E_{\text{FWHM}}$ at $E_{\text{center}} = 173 \text{ MeV}$</th>
<th>0.2 MeV</th>
<th>0.5 MeV</th>
<th>1.1 MeV</th>
<th>1.7 MeV</th>
<th>5.1 MeV</th>
<th>17.3 MeV</th>
<th>51.9 MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \rho_{\text{Bragg}}$</td>
<td>0.4 mm</td>
<td>1.0 mm</td>
<td>2.2 mm</td>
<td>3.4 mm</td>
<td>10.3 mm</td>
<td>33.6 mm</td>
<td>104.8 mm</td>
</tr>
</tbody>
</table>

Table 4.2: Bragg peak width for different degrees of monochromacy. The top row gives the relative spectral bandwidth of the applied proton beam, whereas in the second row the absolute values for a peak at $E_{\text{center}} = 173 \text{ MeV}$ are given. The bottom row states the resulting spatial width of the broadened Bragg peaks, where the intrinsic $\frac{1}{e}$-width of a monoenergetic Bragg peak ($\approx 175 \mu\text{m}$, cf. section 4.2.1) has been neglected. For the POLARIS laser, the simulation yields an energy width of 1.1 MeV at 173 MeV (0.6 %), which corresponds to a 2.2 mm broad a Bragg peak. All values stem from NIST charts [82].

...corresponds to a penetration depth of 206 mm in biological tissue [82] and is thus suitable for the treatment of deep sited tumors.

The expected radioactive dose of such a proton beam can be calculated from the deposited energy per irradiated tissue mass

$$\Delta D = \frac{\Delta E_{\text{dep}}}{\Delta m_{\text{irrad}}} = \frac{N_{\text{prot}} \cdot \Delta E_{\text{Bragg}}^\text{tissue}}{\rho_{\text{tissue}} \cdot V_{\text{irrad}}} \quad (4.6)$$

where $N_{\text{prot}}$ is the number of incident protons, $\Delta E_{\text{Bragg}}^\text{tissue}$ is the constant amount of energy contained in the Bragg peak as given above, $\rho_{\text{tissue}} \approx \rho_{\text{H2O}}$ is the density of the irradiated volume and $V_{\text{irrad}}$ the irradiated volume. This minimum volume is determined by the beam diameter and the width of the broadened Bragg peak resulting from the finite energy spread of the protons. Assuming that all $3 \times 10^{10}$ protons available in a $0.5 \mu\text{m}^3$ dot are accelerated and deposited within typical tumor size of $1 \text{ cm}^3$ (which should certainly be possible with the help of proton lenses [84, 85]), this results in an effective dose of $\Delta D = 7 \text{ Gy}$ per POLARIS shot (cf. Table 4.2). Throughout a typical therapeutical, session doses of only a few Gy are applicable [86]. The required amount could thus be delivered by a single shot.

In the meantime, current proton beams can readily be used to carry out first biophysical proof-of-principle experiments. Since the penetration depth of $1.25 \text{ MeV}$ protons in biological tissue is only $35 \mu\text{m}$ (Fig. 4.4), these experiments are restricted to surface irradiation, for example on skin cancer probes. Assuming that all available protons ($8 \times 10^8$) are focussed to a beam of $1 \text{ cm}$ diameter, one obtains a dose of $\Delta D_{\text{JETI}} = 58 \text{ Gy}$ due to the small penetration depth. Even if experimental conditions from the thesis experiments are kept unaltered ($10 \mu\text{Sr}$ solid angle of detection and $3 \text{ mm}$ beam diameter), one can achieve a "surface dose" of $1 \text{ Gy}$ by accumulating over 4 shots. All of this suggests that biophysical experiments with laser-accelerated protons can be expected within the next couple of years.

Regarding the question whether laser accelerators can enter a clinical routine application,
the author would answer with a qualified yes. This qualification does not refer to the fundamental physics involved but to the necessary engineering work.

The major challenge is clearly the laser technique itself. A medical proton source must deliver a most reliable beam. Only if this criterion is fulfilled, further arguments can be considered and the advantages of laser accelerators can eventually pay off. For cancer treatment, beam fluctuations are unacceptable with respect to all proton flux, energy and bandwidth. A energy uncertainty of $\Delta E_{\text{prot}}^{\text{max}} \approx 0.3\,\text{MeV}$ would shift/broaden the Bragg peak by 1 mm. The flux determines the applied dose and should thus be at least as constant as $\pm 5\%$.

However, these requirements seem surmountable. In our experiments, an aiming accuracy of up to 70 % could be achieved, which can be expected to improve further with a better target and observation setup. The applied intensities of $3.8 \times 10^{19}$ W/cm$^2$ consistently produce peak features at $1.34 \pm 0.37\,\text{MeV}$ with energy spreads ranging from 0.2 – 0.6 MeV. The observed effect thus represents a very stable phenomenon feasible for an exploitation by medical physics.

High intensity laser systems are no turn-key devices, even if the current laser generation is already commercially available. Lasers of the POLARIS class will no longer be table-top either, but require extensive facilities and maintenance. Nonetheless it is realistic that - after their first launching in 2-3 years from now - such lasers will be brought from a prototype stage to a stage of experienced and quasi-commercial application within another 5 years. By then, biophysical experiments will have been carried out at high intensity laser facilities already so that laser accelerators might enter a clinical test phase in 7-10 years from now.
5 Conclusion

The presented thesis has discussed the generation of monoenergetic proton beams from laser plasmas under theoretical, experimental and speculative aspects. From this broadened perspective, the three assertions of the thesis claim shall be recollected:

*Table-top laser systems can reliably produce quasi-monoenergetic proton beams.* A concept for the generation of monoenergetic proton beams from relativistic laser-matter interactions has been presented. The concept applies the well-known Target Normal Sheath Acceleration to a confined proton source. The feasibility of this scheme was predicted by simulations, but can in itself be understood intuitively. Here, the first experimental evidence of quasi-monoenergetic proton beams from laser plasmas was reported. In agreement with the simulations, the application of a proton rich dot to the centre of the acceleration field results in a greatly reduced energy spectrum. In more than 50 shots peak features at about 1.3 MeV with $25 - 50\%$ energy spread were generated, which impressively demonstrates the reliability of the effect. Supported by the reduction of the parasitic protons via laser ablation, an increase in conversion efficiency by a factor of 2.5 could be concluded for the peak region.

*This resembles a very principle step towards application.* The presented thesis must be understood as a proof-of-principle work: It has been shown for the first time that laser accelerators are in fact capable of producing monoenergetic ion beams. As has been mentioned in the introduction, most applications depend on the availability of such spectra with limited bandwidth. The results of this work indicate that custom-shaped proton spectra can be achieved with an according refinement of the target geometry. With this respect, future experiments will have to perform systematic studies on the impact of the dot parameters, i.e. their base area, thickness, material and separation (see picture below). Presupposing a sufficient flexibility in laser intensity, the dependence of the peak position on the laser power will also have to be analyzed more closely.

*Promising technologies like laser-based proton therapy thus become conceivable on a 10-year timescale.* It has been argued that first biophysical experiments, e.g. the irradiation of skin cancer tissues with proton beams, are offhand conceivable. However, the exploitation of monoenergetic beams will have to wait until the next laser generation. The peak position has been shown to depend on the laser power and scales with $\sim P^{1/2}$ for Petawatt intensities. A Petawatt laser system, the Jena POLARIS, will be available within the next couple of years. Scaling studies and simulations indicate that this system will provide proton pulses at around 173 MeV with $0.6\%$ energy spread, which suffices to reach tumors at 20 cm depth. The energy
spread corresponds to a Bragg peak of 2.2 mm width, which approaches the requirements for proton therapy. All of this indicates that laser accelerators are in fact feasible for commercial medical use: all basic principles for such an application have been established throughout the last years, and hence laser driven proton therapy does not require fundamentally new physics, but another 7-10 years of determined engineering. Although Petawatt lasers will neither be table-top nor turn-key, they can contribute greatly to a reduction of the necessary infrastructure and hence the costs for treatment facilities, which will make medical proton therapy available to a wider audience.

In prospect of the POLARIS laser class, the results of the presented diploma thesis can be positioned on a larger timescale. It is foreseeable that laser particle physics will undergo a shift towards application. If one considers the 60 years of conventional accelerator research that lead to the establishment of proton therapy centres, the estimated decade for an equal development of laser accelerators is rather encouraging. Within this development, the generation of suitable monoenergetic proton beams will play a decisive role.

Figure 5.1: The next generation of dot targets (February 2006).
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